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1 EXECUTIVE SUMMARY 

1.1 INTRODUCTION 

This deliverable describes the publications that resulted from Task 8.2, and how they fit into the 

work plan of the project. 

The objective of Task 8.2 is to visualize space-time data. This plays a crucial part in the Harvest4D 

project, because a user should be able to quickly interpret the content on the screen and browse 

information along the time axis. Special care has to be given to the temporal aspect. Standard 

downsampling is not an acceptable solution to give a good data overview because important 

changes might be missed. We provide specialized visualization strategies, using  various cues in 

this context. Similarly to a video summary, we want to group significant changes, with respect to 

saliency, uncertainty, or geometry. Further, the visualization is influenced by external factors. 

Considering the user leads to more intuitive ways of accessing the data.  

There are so far five publications that are mainly associated with Task 8.2. These can be found in 

the appendix of this deliverable. The publications are: 

 Renata Raidou, Martin Eisemann, Marcel Breeuwer, Elmar Eisemann, Anna Vilanova 

Orientation-Enhanced Parallel Coordinate Plots (OPCPs) (conditionally accepted) 

IEEE Transactions on Visualization and Computer Graphics Special Issue, January 2016 

 Johannes G. Leskens, Christian Kehl, Tim Tutenel, Timothy R. Kol, Gerwin de Haan, Guus S. 

Stelling, Elmar Eisemann 

An interactive simulation and visualization tool for flood analysis usable for practitioners 

Mitigation and Adaptation Strategies for Global Change p 1-18, 2015  

 Tim Tutenel, Christian Kehl, Elmar Eisemann 

Interactive visual analysis of flood scenarios using large-scale LiDAR point clouds 

Geospatial World Forum, 2013 

 Leila Schemali, Elmar Eisemann 

ChromoStereoscopic Rendering for Trichromatic Displays  

Proceedings of Expressive (NPAR) p 57-62, 2014 

 Daniel van der Ende, Jean-Marc Thiery, Elmar Eisemann 

Accelerated Mean Shift For Static And Streaming Environments 

Proceedings of Data Analytics, 2015  

Two other papers are related to Task 8.2, found in the deliverables they mainly contribute to: 

 Paolo Cignoni, Nico Pietroni, Luigi Malomo, Roberto Scopigno 

Field-Aligned Mesh Joinery (Task 8.1) 

ACM Transactions on Graphics (TOG), Volume 33 (1), 2014 
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 Leila Schemali, Elmar Eisemann 

Design and Evaluation of Mouse Cursors in a Stereoscopic Desktop Environment (Task 8.4) 

IEEE 3DUI Techical Notes, 2014 

2 DESCRIPTION OF PUBLICATIONS 

2.1 OVERVIEW 

One of the challenges of space-time data is that you are interacting with 4D data. Here, classical 

2D and 3D representations fall short. For this we developed a novel technique [Raidou et al. 2016] 

based on parallel coordinate plots, with which we can both visualize and interact with higher 

dimensional data. Another approach to visualize space-time data is of course to decouple the 

time dimension, and instead animate the 3D data over time to provide the user with a more 

intuitive visualization method. An application of this is for instance the visualization of flood 

simulations to aid practitioners (policy analysts and political decision-makers), a topic that fits well 

in the Harvest4D project. Our system allows the user to interactively control the simulation 

process (addition of water sources or influence of rainfall), while a realistic visualization allows the 

user to mentally map the results onto the real world. One challenge in this lies in the fact that the 

dataset consists of a high-resolution point set of a complete country, numbering in multiple 

terabytes of information. To handle this, we make use of a hierarchical data structure, only 

streaming into memory the parts that are visible [Tutenel et al. 2013]. While 3D data can be 

animated to visualize 4D information, we are still projecting this 3D data on a 2D screen. This can 

at times make it difficult to perceive the third dimension (depth), potentially providing the user 

with an insufficient understanding of the data. To alleviate this problem, much research has 

focused on simulating the human 3D vision on a 2D screen. We proposed a novel method based 

on chromo-stereoscopy, using the ChromaDepth glasses to provide users with an improved depth 

perception on regular trichromatic displays, while the image remains backwards compatible; i.e. 

users without the glasses still see a crisp and clear image [Schemali and Eisemann 2014]. Finally, 

for many visualization applications, clustering high dimensional data is an important aspect, e.g. 

to remove clutter or highlight patterns. For this, the mean shift technique is a popular algorithm, 

thanks to its ability to find non-convex and local clusters. However, it suffers from relatively poor 

computational performance. We have devised an acceleration scheme for the mean shift 

algorithm [Van der Ende et al. 2015], which handles both static and streaming environment, 

making it an invaluable tool for space-time data visualization. 
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2.2 ORIENTATION-ENHANCED PARALLEL COORDINATE PLOTS (OPCPS) 

 

 

Figure 1: The proposed OPCPs (red), applied to the Venus dataset: (a) Visual enhancement of small patterns between 
the first two dimensions of the data, i.e., small structures obstructed by a strong pattern. - (b) Facilitated 
identification of distinct patterns between the second and third data dimension. - (c) Improved readability of 
outliers, i.e., low density information areas, in the representation. - (d) Efficient and accurate selection (blue) of a 
specific data structure, using the proposed O-Brushing (dark blue line).  

In this paper, we introduce a new visualization method [Raidou et al. 2016] based on parallel 

coordinate plots, one of the most powerful techniques for the visualization of multivariate data. 

However, for large datasets, the representation suffers from clutter due to overplotting. In this 

case, discerning the underlying data information and selecting specific interesting patterns can 

become difficult. We propose a new and simple technique to improve the display of PCPs by 

emphasizing the underlying data structure. Our Orientation-enhanced Parallel Coordinate Plots 

(OPCPs) improve pattern and outlier discernibility by visually enhancing parts of each PCP polyline 

with respect to its slope. This enhancement also allows us to introduce a novel and efficient 

selection method, the Orientation-enhanced Brushing (O-Brushing). Our solution is particularly 

useful when multiple patterns are present or when the view on certain patterns is obstructed by 

noise. In the paper, we present the results of our approach with several synthetic and real-world 

datasets. Also, we conducted a user evaluation, which verifies the advantages of the OPCPs in 

terms of discernibility of information in complex data. It also confirms that O-Brushing eases the 

selection of data patterns in PCPs and reduces the amount of necessary user interactions 

compared to state-of-the-art brushing techniques. A visualization of the 5D Venus dataset using 

our OPCP framework is shown in Figure 1. 

2.3 AN INTERACTIVE SIMULATION AND VISUALIZATION TOOL FOR FLOOD ANALYSIS FOR 

PRACTITIONERS 

In this paper, we present tool for visualizing flood simulations to enable easier and more 

accessible flood analysis for non-experts, such as policy analysts and decision-makers [Leskens et 

al. 2015]. After all, developing strategies to mitigate or to adapt to the threats of floods is an 

important topic in the context of climate changes. Many of the world’s cities are endangered due 

to rising ocean levels and changing precipitation patterns. It is therefore crucial to develop 

analytical tools that allow us to evaluate the threats of floods and to investigate the influence of 
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mitigation and adaptation measures, such as stronger dikes, adaptive spatial planning, and flood 

disaster plans. Up until the present, analytical tools have only been accessible to domain experts, 

as the involved simulation processes are complex and rely on computational and data-intensive 

models. Outputs of these analytical tools are presented to practitioners (i.e., policy analysts and 

political decision-makers) on maps or in graphical user interfaces. In practice, this output is only 

used in limited measure because practitioners often have different information requirements or 

do not trust the direct outcome.  

 

Figure 2: An exemplary map showing flood arrival times in different zones, which can be used for city evacuation 
planning. 

 Nonetheless, literature indicates that a closer collaboration between domain experts and 

practitioners can ensure that the information requirements of practitioners are better aligned 

with the opportunities and limitations of analytical tools. The objective of our work is to present a 

step forward in the effort to make analytical tools in flood management accessible for 

practitioners to support this collaboration between domain experts and practitioners. Our system 

allows the user to interactively control the simulation process (addition of water sources or 

influence of rainfall), while a realistic visualization allows the user to mentally map the results 
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onto the real world (see e.g. Figure 2). We have developed several novel algorithms to present 

and interact with flood data. We explain the technologies, discuss their necessity alongside test 

cases, and introduce a user study to analyze the reactions of practitioners to our system. We 

conclude that, despite the complexity of flood simulation models and the size of the involved data 

sets, our system is accessible for practitioners of flood management so that they can carry out 

flood simulations together with domain experts in interactive work sessions. Therefore, this work 

has the potential to significantly change the decision-making process and may become an 

important asset in choosing sustainable flood mitigations and adaptation strategies. 

2.4 INTERACTIVE VISUAL ANALYSIS OF FLOOD SCENARIOS USING LARGE-SCALE LIDAR 

POINT CLOUDS 

 

Figure 3: By visually analyzing the result of the calibrated flood simulation, following facts are to note: water 
distributes quickly along channels, so that adjacent areas are quickly inundated; in the low plain rescuing higher 
grounds are scarce; and the polder acts as a basin. 

Of course, the visualization of large-scale geospatial data, that is required for the tool described in 

the previous section, is a demanding challenge. In this work [Tutenel et al. 2013], we propose a 

novel solution that is able to visualize colored LiDAR data of several hundred square kilometers 

including high-resolution flood simulation results. One key contribution is a level-of-detail 

rendering algorithm that enables us to handle terabytes of data interactively. Furthermore, we 

present a novel algorithm to annotate (color entire regions or highlight  routes), or modify (i.e. 

clip, cut, raise/lower) the unordered LiDAR point set on the fly with flexible 2D  geographic 

metadata (i.e., polygons, paths and landmarks). The principles of our technique are to make use 

of hierarchical structures on the metadata and a new quadtree-based GPU traversal algorithm. 

We examined three test cases and show that combining the flood simulation with different 

topographic shading techniques facilitates drawing conclusions about water flow, security 

measures, and evacuation planning, as showcased by Figure 3.  
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2.5 CHROMOSTEREOSCOPIC RENDERING FOR TRICHROMATIC DISPLAYS 

 

Figure 4: ChromaDepth glasses act like a prism that disperses incoming light and induces a differing depth perception 
for different light wavelengths. As most displays are limited to mixing three primaries (RGB), the depth effect can be 
significantly reduced, when using the usual mapping of depth to hue (left). Our red to white to blue mapping and 
shading cues achieve a significant improvement (right). 

In the aforementioned works, we animate 3D data to visualize what is effectively 4D information. 

However, since we are still showing this 3D information on a 2D screen, it can be difficult to 

perceive depth, limiting the user’s understanding of the scene. In this paper, we were inspired by 

the chromostereopsis phenomenom to develop a chromostereoscopic rendering method to 

improve depth perception [Schemali and Eisemann 2014]. The chromostereopsis phenomenom 

leads to a differing depth perception of different color hues, e.g., red is perceived slightly in front 

of blue. In chromostereoscopic rendering, 2D images are produced that encode depth in color. 

While the natural chromostereopsis of our human visual system is rather low, it can be enhanced 

via ChromaDepth glasses, which induce chromatic aberrations in one eye by refracting light of 

different wavelengths differently, hereby offsetting the projected position slightly in one eye. 

Although, it might seem natural to map depth linearly to hue, which was also the basis of previous 

solutions, we demonstrate that such a mapping reduces the stereoscopic effect when using 

standard trichromatic displays or printing systems (see Figure 4). We propose an algorithm, which 

enables an improved stereoscopic experience with reduced artifacts. 
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2.6 ACCELERATED MEAN SHIFT FOR STATIC AND STREAMING ENVIRONMENTS 

 

Figure 5: Comparison with mean shift on 2D data. 

In this work, we present an acceleration method for the mean shift algorithm [Van der Ende et al. 

2015]. This well-known clustering algorithm has attractive properties such as the ability to find 

non-convex and local clusters even in high dimensional spaces, while remaining relatively 

insensitive to outliers. However, due to its poor computational performance, real-world 

applications are limited. We propose a novel acceleration strategy for the traditional mean shift 

algorithm, along with a two-layer strategy, resulting in a considerable performance increase, 

while maintaining high cluster quality. We also show how to find clusters in a streaming 

environment with bounded memory, in which queries can be answered at interactive rates, and 

for which no mean shift-based algorithm currently exists. Our online structure can be updated at 

very minimal cost and as infrequently as possible, and we show how to detect the time at which 

this update needs to be triggered. Our technique is validated extensively in both static and 

streaming environments (see Figure 5).  

3 REFERENCES 

 Renata Raidou, Martin Eisemann, Marcel Breeuwer, Elmar Eisemann, Anna Vilanova 

Orientation-Enhanced Parallel Coordinate Plots (OPCPs) (conditionally accepted) 

IEEE Transactions on Visualization and Computer Graphics Special Issue, January 2016 

 Johannes G. Leskens, Christian Kehl, Tim Tutenel, Timothy R. Kol, Gerwin de Haan, Guus S. 

Stelling, Elmar Eisemann 

An interactive simulation and visualization tool for flood analysis usable for practitioners 

Mitigation and Adaptation Strategies for Global Change p 1-18, 2015  
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4 APPENDIX 

The following pages contain all the publications that are directly associated with this deliverable. 

Other publications referenced in this deliverable can be found in the public Harvest4D webpage 

(for already published papers), or in the restricted section of the webpage (for papers under 

submission, conditionally accepted papers, etc.). 
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Orientation-Enhanced Parallel Coordinate Plots
Renata Georgia Raidou, Martin Eisemann, Marcel Breeuwer, Elmar Eisemann, Anna Vilanova

 

Fig. 1. The proposed OPCPs (red), applied to the Venus dataset [2]: (a) Visual enhancement of small patterns between the first two
dimensions of the data, i.e., small structures obstructed by a strong pattern. - (b) Facilitated identification of distinct patterns between
the second and third data dimension. - (c) Improved readability of outliers, i.e., low density information areas, in the representation. -
(d) Efficient and accurate selection (blue) of a specific data structure, using the proposed O-Brushing (dark blue line).

Abstract—Parallel Coordinate Plots (PCPs) is one of the most powerful techniques for the visualization of multivariate data. However,
for large datasets, the representation suffers from clutter due to overplotting. In this case, discerning the underlying data information
and selecting specific interesting patterns can become difficult. We propose a new and simple technique to improve the display of
PCPs by emphasizing the underlying data structure. Our Orientation-enhanced Parallel Coordinate Plots (OPCPs) improve pattern
and outlier discernibility by visually enhancing parts of each PCP polyline with respect to its slope. This enhancement also allows
us to introduce a novel and efficient selection method, the Orientation-enhanced Brushing (O-Brushing). Our solution is particularly
useful when multiple patterns are present or when the view on certain patterns is obstructed by noise. We present the results of our
approach with several synthetic and real-world datasets. Finally, we conducted a user evaluation, which verifies the advantages of the
OPCPs in terms of discernibility of information in complex data. It also confirms that O-Brushing eases the selection of data patterns
in PCPs and reduces the amount of necessary user interactions compared to state-of-the-art brushing techniques.

Index Terms—Parallel Coordinates, Orientation-enhanced Parallel Coordinates, Brushing, Orientation-enhanced Brushing, Data
Readability, Data Selection

1 INTRODUCTION

Parallel Coordinate Plots (PCPs) [20] are widely used for the visual-
ization of multivariate data. Here, the multiple dimensions of the data
are mapped one-by-one to a number of parallel vertical axes. Each
multidimensional object in the dataset is mapped to a polyline that in-
tersects the axes, connecting the scalar values of every dimension [20].
PCPs efficiently display in a single view all 2D projections of adjacent
data dimensions [19, 21, 39], enabling the identification of relations
among dimensions and the detection of patterns or trends in the data -
especially with the help of interaction [17, 34], such as brushing [16]
or reordering [4, 30, 36].

A limitation of PCPs is that they might suffer from clutter, due to
overplotting [17]. This causes problems in the exploration and inter-
pretation of the data, especially in high density data parts. Reducing
visual clutter in PCPs is an important topic [5, 11, 27, 29, 45]. How-
ever, most of the previous solutions are complex and focus mainly on
aiding the detection of clusters in the data [5, 45], not in revealing the
overall data structure. In other cases, the proposed visualizations may
even unintentionally lead to concealing patterns and outliers - or to
making them less discernible [5, 29]. Finally, some solutions require
interaction to achieve clutter reduction [11, 27].

We propose a new and simple technique to improve the represen-
tation of datasets in PCPs: the Orientation-enhanced Parallel Coor-
dinates (OPCPs). Our technique visually enhances specific parts of
each PCP line, depending on its slope. Hereby, it enables discern-
ing individual trends and patterns, while it may even reveal patterns
that are potentially obscured in traditional PCPs. This enhancement

also allows us to introduce a new brushing technique, the Orientation-
enhanced Brushing (O-Brushing), to facilitate pattern selection in
complex data.

Our paper presents the following two major contributions:

• The concept of Orientation-enhanced Parallel Coordinates
(OPCPs) to improve the view and discernibility of patterns in
otherwise cluttered PCPs, without loss of low density data infor-
mation or outliers.

• A versatile brushing technique based on the OPCPs: the
Orientation-enhanced Brushing (O-Brushing). It enables effi-
cient selection of individual data structures, with reduced user
interaction.

2 RELATED WORK

Many different techniques have been proposed for the enhancement of
data display and clutter reduction in Information Visualization repre-
sentations [9], including PCPs. Some approaches require the manip-
ulation of the axes of the representation, using reordering [4, 30, 36,
42]. These approaches are able to reveal hidden patterns and facilitate
data interpretation. However, in data with a large number of points re-
ordering is insufficient. Other approaches involve visual enhancement
of PCPs by rendering curves instead of lines [3, 14, 35, 45]. Such ap-
proaches are especially effective in reducing clutter at the crossings of
PCP lines, but they might suppress data patterns, such as outliers.

Another commonly encountered group of techniques requires clus-
tering, combined with different kinds of visual enhancements, such
as: manipulating PCPs by averaging polylines and visualizing corre-
lation coefficients between polyline subsets [33]; filtering PCPs based

1
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Fig. 2. Overview of different state-of-the-art brushing approaches for PCPs. With red we denote the selections in each case, with blue we denote
the brushing operation.

on frequency or density of the data [5]; combining polyline splatting
for cluster detection and segment splatting for clutter reduction [44];
using cluster-based hierarchical enhancements and proximity-based
coloring schemes to provide a multiresolution view to the data [11];
enabling context visualization at several levels of abstraction, both for
the representation of outliers and trends [29]; or using several transfer
functions to reveal specific clusters and patterns in the data [22]. All
previously mentioned cases involve clustering methods and they focus
on detecting and differentiating specific clusters or trends in the data
- not data patterns or underlying structures. In certain cases, cluster-
ing solutions inevitably lose information in low density areas, when
reducing overplotting in high density areas. The approach of Zhou
et al. [44] even requires animation, which is not always feasible. Fi-
nally, a more artistic approach was proposed by McDonnell et al. [27].
It incorporates a variety of techniques when rendering PCPs, such as
edge-bundling, visualization of the distribution and density of the data
via opacity and shading, or silhouettes for easy distinction of overlap-
ping clusters. However, not all of these techniques can be used in a
single view as some of them do not work well if combined.

PCPs have also been used in combination with other representa-
tions, such as Star Glyphs [10], radviz [6], or scatterplots [43]. As
recognized by Holten et al. [18], combining scatterplots with PCPs
outperforms many other PCP variants, such as combining with col-
ors, opacity, curved polylines or animations. PCPs have also been
combined with histograms [12], to simultaneously show the density
and slopes of polylines. This combination enables the exploration of
clusters, linear correlations and outliers in large datasets, with more
emphasis on data-driven and not pattern-revealing exploration.

Interaction makes local and dynamic data enhancements possible.
The use of lenses [8, 40] or brushing are typical examples. As part of
the XmdvTool [37], a number of different brushes have been proposed
by Martin et al. [26] and Ward [38]. Depending on the information
that needs to be shown in the data, different brushes are used for high-
lighting, linking or masking the underlying data. Additionally, wavelet
approximations are used to enhance brushing [41], by showing differ-
ent parts of the polylines at different resolutions. However, brushing
two variables in a non-separable way has only been enabled by the
angular brushing proposed by Hauser et al. [16]. The most important
state-of-the-art brushing approaches are presented in Fig. 2.

In summary, there are different approaches for data enhancement
and readability improvement in PCPs. However, most of the solutions
aim at reducing clutter in PCPs, by clustering the data, without giving
a better understanding of the overall underlying structure. Data details,
such as outliers, are often unintentionally hidden. Additionally, some
solutions work better - or only - on a screen, either because they are
animated or because they require interaction. Finally, most of the ap-
proaches require complex steps, which means that they cannot always
be easily reproduced or used. In the following sections, we present our
approach to handle these challenges.

3 ORIENTATION-ENHANCED APPROACH FOR PCPS

Our solution consists of two main components: the Orientation-
enhanced Parallel Coordinate Plots (OPCPs) for visual enhance-
ment of PCPs (Sec. 3.2), and the Orientation-enhanced Brushing (O-
Brushing) for interactive selection and analysis in OPCPs (Sec. 3.3).

 

𝐷 = (𝑦1, 𝑦2) 
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(b)  
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d2 

d1 d1 d2 

Fig. 3. Schematic representation of the concept of PCPs for the sim-
ple case of a two-dimensional point D with dimensions d1 and d2 and
dimension values (y1,y2): (a) In a scatterplot. - (b) In a PCP.

3.1 Background: Parallel Coordinate Plots
In a simple two-dimensional dataset with dimensions d1 and d2, a data
point D = (y1,y2) is plotted as a PCP line, intersecting the two vertical
axes d1 and d2 at the positions y1 and y2, respectively (Fig. 3). When
plotting the PCP (poly)lines, it is common to employ opacity, as a
simple way of representing the density of the lines [17]. We refer to
this enhancement as Density PCPs, from now on.

3.2 Orientation-enhanced Parallel Coordinate Plots
Holten et al. [18] conducted an evaluation of PCP variants, where they
demonstrated that no other enhancement from the examined alterna-
tives improves PCPs significantly, apart from combining scatterplots
with PCPs. Inspired by this paper, we investigated a simple way to
combine effectively the two representations to enhance the display of
PCPs. A similar approach was followed by Yuan et al. [43]. However,
the latter is complex and requires bending the polylines to fit to the
points of the scatterplots. In contrast, we are looking for an approach
that is simple and should not require polyline bending, hereby keeping
the original appearance of PCPs intact.

The goal of the proposed visual enhancement of PCPs is to provide
a better understanding in the visualized data, by integrating PCPs and
their corresponding scatterplots. In many papers, the combination of
PCPs with scatterplots has been limited to having multiple interactive
linked views. This might entail memory limitations, as a result of
switching between the two separate representations. In the proposed
OPCPs, the basic principle is to enhance the PCP lines with respect to
their slope. This solution links PCPs and the corresponding scatterplot
of the neighboring two axes in a natural way.

Mapping. For illustration purposes, we demonstrate our concept
using a two-dimensional case. In the following example, we assume
for simplicity that the data values for each dimension have been nor-
malized to the range [0,1]. A PCP line, as shown in Fig. 4-(a), is
defined by its dimension values (y1,y2) and a slope α:

α =
y2− y1

dx
, (1)

where dx is the distance between the two vertical PCP axes.
We map this PCP line to a unique reference point P = (xp,yp) in

the space between the two PCP axes, with xp ∈ [0,dx] and yp ∈ [0,dy],
where dy is the length of the vertical axis (Fig. 4-(a)). The slope in

2
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Eq.( 1) is linearly mapped to xp, while yp is chosen to make P lie on
its corresponding PCP line:

xp =
d2

x
2dy
·α +

dx

2
(2)

yp = y1 + xp ·α (3)

In Fig. 4-(b), we show an example with multiple PCP lines and
their respective reference points. Eqs.(2,3) result into a point-to-point
transformation, i.e. a warping, of a 2D scatterplot space to the OPCP
space, as shown in Fig. 5. This illustration shows the link between the
scatterplot points and the reference point positions on the PCP lines.

Representation. To visually enhance each reference point and to
preserve the orientation and context of its PCP line, we create a small
line segment: the Orientation-enhanced PCP. It is a small segment that
shares the original PCP line orientation and is centered at the reference
point P. Assigning a constant intensity and a given length to each
segment would result into OPCP segments that would not be visually
separated, if they would be very close to each other. Therefore, we
vary the intensity of the segments using a kernel smoother: we smooth
the edges of the segments and assign higher intensities in the middle,
i.e. at the reference point P (Fig. 6). This desired intensity profile can
be achieved with peak-shape kernels, such as a Gaussian [13]. The
intensity I at a point S = (xs,ys) of the OPCP segment, resulting from
a reference point P = (xp,yp) after applying the Gaussian kernel, is
described as:

I(xs,ys) = k · exp
(
−
‖xs− xp‖2

2 ·σ2

)
, (4)

where σ is the bandwidth of the kernel, which is user-defined and k
is a scale factor (height of the peak) given by 1

σ
√

2π
. The bandwidth

controls the length of the OPCP segments: larger σ values result in
smoother and wider-spread segments. Fig. 7 shows an example of
OPCPs applied to three simple synthetic cases and the effect of σ on
their appearance.
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Fig. 4. Schematic representation of the concept behind OPCPs: (a)
Mapping of the slope α of the PCP line (y1,y2) to the reference point
P = (xp,yp) between the two PCP axes. - (b) Mapping of the slopes of
multiple PCP lines to their corresponding reference points.

 x y y 

x 
(a) (b) 

Fig. 5. Schematic representation of the transformation from (a) the
scatterplot space to (b) the OPCP space, using a 2D colormap [32] to
show the injective point-to-point correspondence.

Visual Enhancement. In the paper of Harrison et al. [15], it is
stated that PCPs can emphasize specific correlations more than others.
Depending on the data aspects that need to be emphasized, we propose
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Fig. 6. Alternatives considered for the intensity encoding of the OPCP
segments. Next to each case, we show also the intensity profile.
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Fig. 7. Effect of the σ value of the Gaussian kernel on OPCPs, for
three simple synthetic cases. To increase the visibility of the segments,
we have linearly scaled the image intensities to the range [0,1].
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Fig. 8. Effect of the gamma correction on the appearance of the
OPCPs. Here, the σ was set to 10 and the image intensities were scaled
to the range [0,1].
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Fig. 9. Enhancement of different data aspects, using transfer functions (TFs). Here, we use a synthetic dataset with a dominant linear relation
among the dimensions and a few outliers. The bandwidth σ was set to 10 and the image intensities were scaled to the range [0,1].

to optionally employ three enhancement methods: gamma correction,
transfer functions, and histogram equalization.

Gamma correction [13] allows the user to remap the levels of the in-
tensity range in order to discern more details in the darker parts of the
OPCP segments. This can be accomplished with low values of gamma,
while increasing values of gamma sharpen the OPCPs. Gamma cor-
rection is applied per pixel, transforming the intensity I to Igcorr = Iγ .
The effect of the parameter γ is depicted in Fig. 8.

The effect of gamma correction can be generalized by applying a
transfer function (TF), aiming at controlling the contrast in the repre-
sentation. As introduced in the work of Johansson et al. [22], different
TFs affect the appearence of different data aspects: a linear TF gives
an overview on the data, a logarithmic TF enhances low density ar-
eas, a square root TF emphasizes outliers in the data and a quadratic
TF enhances the high density areas. The effect of the four previously
mentioned TFs is shown in Fig. 9.

Optionally, histogram equalization [13] reassigns the intensity val-
ues of an image such that the output will exhibit a uniform distribu-
tion of intensities. Histogram equalization can create a background-
foreground effect and enable better discernibility of different patterns
in the data, especially in the presence of noise or of strong patterns.
The impact of histogram equalization in OPCPs is depicted in Fig. 10.

Overlay. We enhance PCPs by overlaying the OPCP segments on

       

With Histogram Equalization No Histogram Equalization 

Fig. 10. Effect of histogram equalization on the appearance of OPCPs.
Here, the σ was set to 10 and γ to 1.

 

 

 

(a) (b) 

Fig. 11. Example of alpha blending in random noisy data: (a) Alpha
blending of histogram equalized OPCPs with Density PCPs - (b) Color
encoding of the foreground blended OPCPs (red) and background Den-
sity PCPs (black).

top of the traditional PCP polylines, e.g., on Density PCPs, using alpha
blending [31] (Fig. 11-(a)). Overlaying OPCPs on top of PCPs helps
in preserving their main benefit, namely the connectivity across data
dimensions. In this way, PCP polyline bundles can still be traced. Ad-
ditional color encoding of OPCPs can enhance and visually separate
them from the underlying PCPs (Fig. 11-(b)). To reduce as much as
possible user distraction from overlaying OPCPs on the PCP polylines
and interfering with PCP bundle tracking, the appearence of OPCPs
can be adjusted. The user can modify the color and opacity of the
OPCP segments, but also to fine-tune the σ and γ values to make the
OPCPs more or less prominent. For the purpose of this paper, we
decided to encode the OPCP intensities as black color values in the
explanatory examples and red in the overlay examples.

Parameter values. The parameters involved in the visual enhance-
ment of the OPCPs, such as the bandwidth σ and the gamma correc-
tion value γ , should depend on the specific aspects of the data that
needs to be brought forward. Therefore, we do not assign a specific
set of values, but leave them user-controllable. In our interactive tool,
we initially assign a set of values (σ=10 and γ=1), which give already
a good result, but can be changed adequately by the user.

3.3 Orientation-enhanced Brush (O-Brushing)
Brushing [17, 34] is a common approach for data selection in PCPs.
However, selection becomes more difficult when the amount of plot-
ted lines increases. The previously proposed OPCPs establish for each
2D data point a unique position in the space between each pair of the
PCP axes. This property allows us to introduce a new brushing ap-
proach that is applied in the OPCP space, for easier and more efficient
selection of specific data patterns: the Orientation-enhanced Brushing
(O-Brushing).

O-Brushing is performed on OPCP segments, in two ways: either
with a traditional brush metaphor (O-Brush), or with a prober (O-
Prober) (Fig. 12). The O-Brush (Fig. 12-(a)) acts as a lasso brush [17],
applied only in the OPCP space and requires two user interactions, i.e.,
two clicks. The O-Prober (Fig. 12-(b)) is an interactive rectangle that
can be resized and moved around the representation. It works simi-

s 

𝑃1 

O-Brush 

𝑃2 

𝑃1 

𝑃2 

O-Prober 

Fig. 12. Schematic representation of the concept behind O-Brushing.
The thick gray segments represent OPCPs for each underlying PCP
line. With red we denote the selections in each case, while with blue the
brushing operation.
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Composite Slider Brush 
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O-Brush 
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Fig. 13. Example for the comparison of O-Brush and O-Prober against traditional brushing methods, when attempting to select the same part, i.e.,
data points with middle values of both dimensions. All brushes have been applied individually to the data. In this example, the lasso and area brush
do not succeed in selecting the specific data region. We show also the number of user interactions, i.e., the number of clicks, required for each
of the brushes. The composite slider brush requires maximally four clicks, the O-Brush requires two clicks and the O-Prober requires maximally 3
user interactions (resize in both dimensions and translate).

Single Relationships Multiple Relationships 

Scatterplot Density PCPs OPCPs Scatterplot Density PCPs OPCPs 

      

      

      

      

square root 

cubic 

double spread 

sin 

Fig. 14. Examples showing that the OPCPs allow the discernibility of (multiple) patterns or clusters in the synthetic data.

larly to an area brush, applied only in the OPCP space. The O-Prober
is useful in cases where the user would like to scan the whole dataset
for multiple similar patterns, i.e., lines with a given slope or a range of
slopes. The proposed O-Prober requires maximally three interactions,
i.e., 2D resizing and translation. Compared to the traditional brush-
ing methods, the O-Brush and O-Prober act only in the OPCP space,
hereby allowing for a more precise and local selection and resulting in
a reduced amount of required user interaction. The O-Prober and the
O-Brush can produce the same result, but their main difference is that
the former can be used to probe through the dataset with minimal user
interaction, by simply dragging the rectangle over the regions of inter-
est. In our current implementation, the O-Prober is a simple movable
rectangle of user-defined size, but it could be easily extended to any
arbitrary shape or even a scribbling interface.

Fig. 13 shows a comparison of the O-Brushing methods with alter-
native PCP brushing methods. It depicts for each brushing technique
the best achieved result and the user interactions required to select one
specific pattern of interest. In this example, the specific selection is
only possible with the composite slider brush and the two proposed O-
Brushing methods. However, the O-Brushing methods require fewer
user interactions than the composite sliders. In our interactive tool, we
included also the state-of-the-art brushes, to enable users to perform
selections both in the traditional PCP space and the OPCP space.

4 RESULTS

In this section, we present the results obtained by the application of
OPCPs and the O-Brushing to different datasets, intending to provide a
deeper understanding into the OPCPs space and its characteristics. To
this end, the visualization of the OPCPs was implemented in Python on
the GPU, using OpenCL. The interaction for the brushing was realized
using the Visualization ToolKit (VTK).

We tested the OPCPs on two different types of data. First, in-
spired by previous work [22, 43], we tested the behavior of OPCPs
on a number of synthetic cases with two-dimensional data with 1000
data points, containing predefined patterns and structures. PCPs and
OPCPs are meant for multidimensional data, but we employ these two-
dimensional examples for illustration purposes. Secondly, to demon-
strate a real usage scenario of OPCPs, we used multivariate data, ob-
tained from various sources [1, 2, 23, 25].

4.1 Results with two-dimensional synthetic stimuli
In Fig. 14, we show our approach as applied to the synthetic stimuli,
together with their corresponding scatterplots and Density PCPs. The
transformation, i.e., the warping of the scatterplot space on the PCPs
that was described in Section 3.2, becomes apparent. We confirmed
that the OPCPs facilitate the discernibility of (multiple) data patterns,
data outliers and also data structures obstructed by noise compared to
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PCPs, which we illustrate with examples, in the following paragraphs.
Discernibility of (multiple) data patterns. We include two main

subcategories of relationships in the data: either there is a single re-
lationship in the data, but it is not immediately recognizable, or there
are multiple and more complex relationships (Fig. 14). In the first cat-
egory, we included four different stimuli. For the first two, i.e., cubic
and square root, the OPCPs facilitate the identification of the different
patterns compared to PCPs, because of the visible correspondance to
the scatterplot space. Additionally, the next two, i.e., double spread
and sinusoidal, have a similar appearance when shown in the Density
PCPs. However, by overlaying the OPCPs, it becomes easier to see
that these are different data patterns. Finally, for the second category,
it is also easier to identify the multiple relations between the two data
dimensions - or data clusters - when employing the OPCPs, as depicted
in Fig. 14.

Discernibility of data outliers. We use two synthetic stimuli for
which the dimensions are linearly correlated (Fig. 15). However, the
second stimulus contains some outliers. By overlaying the OPCPs on
the Density PCPs, we can enhance the main pattern in the data, i.e.,
the linear relationship, without obscuring the outliers.

Discernibility of noise-obstructed data structures. For this case,
we created two stimuli with initially no correlation between the two
dimensions (Fig. 16). An additional pattern, i.e., a structure with a lin-
ear relationship between the dimensions, was then added to the second
stimulus. In Density PCPs, this structure is hidden. By overlaying the
OPCPs on the Density PCPs, we can visually enhance the obstructed
structure in the data and recover the linear relationship.

4.2 Results with multivariate synthetic/real data
In a real-world analysis, PCPs are used to visualize multivariate
data. To additionally assess our approach using more complex data
with more realistic data patterns across their dimensions, we em-
ploy four well-known datasets from various databases. The em-
ployed datasets are the apartments dataset from [1] with 2290 data
points, the Venus dataset from [2] with 8784 data points, the Out5d
dataset from [2] with 16384 data points and the household dataset
from [25] with 2075259 data points. Fig. 17 shows the results of using
OPCPs to represent the above mentioned datasets. The OPCP advan-
tages discussed in 4.1 are again apparent in these cases.

Discernibility of (multiple) data patterns. In the apartments
dataset, especially between the first two data dimensions, multiple data
patterns are emphasized by using OPCPs (Fig. 17-a). This also occurs
between the second and third dimension of the same dataset (Fig. 17-
b). In the Venus dataset, the OPCPs facilitate the identification of
distinct patterns, e.g., between the second and third data dimension
(Fig. 17-c). Finally, in the household dataset, between the first two
dimensions, but also between the third and fourth dimensions of the
data, patterns that were not visible in the traditional Density PCPs are
brought forward with the use of OPCPs (Fig. 17-d,e). Especially, in
Fig. 17-e, there are two main patterns in the data, which appear as a
single pattern in the Density PCPs.

Discernibility of data outliers. In the apartments dataset,
OPCPs are able to emphasize outliers, e.g., between the second/third
and third/fourth data dimensions, which were not easily discernible
in the Density PCPs (Fig. 17-f). In the Venus dataset, employing
OPCPs allows to visually enhance small patterns in between the first
two dimensions (Fig. 17-g), as well as outliers between the third and
fourth data dimension that are not visible in the respective Density
PCPs (Fig. 17-h). Finally, in the household dataset, between the
last two data dimensions there are several outliers, which are signifi-
cantly enhanced with the OPCPs (Fig. 17-i).

Discernibility of noise-obstructed data structures. In the Out5d
dataset, pattern identification becomes easier throughout all dimen-
sions, especially in parts of the representation, where the patterns
are obstructed by noise, e.g., in the last three dimensions of the data
(Fig. 17-k,m,n).

Based on the added benefits of OPCPs, it is expected that O-
Brushing will facilitate the selection of the respective data structures in

Scatterplot Density PCPs OPCPs 

   

 
 

Fig. 15. Examples showing that the OPCPs enable the discernibility of
outliers in the synthetic data.

Scatterplot Density PCPs OPCPs 

   

   

Fig. 16. Examples showing that the OPCPs enable the discernibility of
noise-obstructed structures in the synthetic data.

the OPCP space, in comparison to state-of-the-art brushing methods,
which act in the PCP space, such as the lasso brush, the angular brush
and the composite slider brush, as shown in Fig. 13 and 18.

4.3 Performance
The performance of our approach was tested on several datasets from
various databases [1, 2, 23, 25]. The datasets vary between 1000 and
2 million data points. The test was conducted on an Alienware Aurora
R4 with an Intel Core i7-4820K @ CPU 3.70GHz Processor, 16GB
RAM and NVIDIA GeForce GTX 780. The performance results are
depicted in Fig. 19. The system is implemented on the GPU and en-
ables interactive brushing. The O-Brush and O-Prober can be em-
ployed for almost real-time data-driven selection.

5 EVALUATION

To test our approach with respect to the state-of-the-art, we conducted
a user evaluation. We used the implemented interactive prototype,
which enables visualizing data with Density PCPs and OPCPs, as well
as data selection with all five brushing techniques: composite slider
brushes, classical lasso brush [17], angular brushing [16], as well as
our O-Brush and O-Prober.

The evaluation was designed based on the paper of Lam et al. [24]
and consisted of two main parts. The first part was a controlled
user study to measure User Performance [24] with the OPCPs and
O-Brushing, against Density PCPs and traditional brushing. For this
part, we performed three experiments, which are described in detail
in the following subsections. The second part consisted of answering
a questionnaire to measure User Experience [24], using Likert scales,
ranking, and open questions.

We employed 16 participants, with various backgrounds: Computer
Science (11, out of which 5 from Computer Graphics and 4 from Vi-
sualization), Electrical Engineering (3), Physics (1) and Biomedical
Engineering (1). Most of them (9) had preliminary knowledge of
PCPs, although only one participant had worked with PCPs before.
Before the evaluation, we gave a short introduction, we demonstrated
the functionality of the prototype, e.g., how to perform data selections
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apartments (2290 datapoints)  

   

Venus (8784 datapoints) 

  

Out5d (16384 datapoints) 

   

household (2075259 datapoints) 

  

Fig. 17. Application of OPCPs to multivariate synthetic or real data obtained from various databases [1, 2, 25].

  

(a) (b) 

Fig. 18. Examples showing that the OPCPs allow the selection of (a)
outliers and (b) noise-obstructed structures in the data.

 

Fig. 19. Performance times of OPCPs for multivariate synthetic or real
data from various databases [1, 2, 23, 25].

with each method, and we allowed participants to use it, until they
felt confident with it. In average, people spent around 5 mins on the
prototype before the experiment.

5.1 First Part: User Performance
We performed three experiments. The first experiment aimed at mea-
suring the performance of users in discerning (1) patterns, (2) out-
liers, and (3) data structures obstructed by noise using Density PCPs
or OPCPs. We created two comparable, two-dimensional synthetic
datasets per case and we visualized them with both representations.
Then, we showed static images of the representations to the users
in a randomized order, and we asked them to perform tasks such as
identifying and pointing out patterns in the data, outliers and noise-
obstructed data structures. For each one of the static images, we mea-
sured the time that users needed to give a conclusive answer and accu-
racy of their answers. Since the data were synthetic, we already knew
the exact number of, e.g., patterns in the data. Thus, every wrong or
unidentified pattern was penalized in the accuracy measurement.

The second experiment aimed at measuring user performance in se-
lecting (1) specific patterns, (2) outliers, and (3) noise-obstructed data
structures, with state-of-the-art brushing or O-Brushing. We created a
two-dimensional synthetic dataset per case. We showed static images
to the users, explaining which part of the data needed to be selected.
Then, we asked them to perform a selection of the previously speci-
fied data part, using only one of the brushing techniques at a time, in
a random order. All tasks were possible with all methods. Again, we
measured time, accuracy, and number of interactions, i.e., number of
clicks, required for task completion.

The third experiment aimed at measuring performance with mul-
tivariate, complex data and tasks. We created two comparable five-
dimensional synthetic datasets, using the PCDC tool [7]. Then, we
designed a set of questions, which were related to identifying and/or
selecting data patterns, outliers and noise-obstructed structures. The
users were asked to apply traditional brushing to one of the datasets
with PCPs, and O-Brushing to the other dataset with OPCPs to per-
form the given tasks. The order of the dataset and approach, as well as
their combination, was alternated randomly to reduce bias from learn-
ing. We measured completion time, accuracy and number of interac-
tions, i.e., clicks required from the user, for the task completion.

The outcome of the statistical analysis of the experiments is sum-
marized in Fig. 20. The first and third experiment were analyzed
with Paired t-tests, while the second was analyzed with ANOVA and
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First Part: User Performance 

Fig. 20. Results for the experiments conducted as part of the evaluation, for the User Performance part. The small white circles denote outliers
in the measurements. The asterisks denote a statistically significant difference (ρ <0.05) between the measurements, as it resulted from our
statistical analysis using ANOVA and Tukey’s HSD test.

Tukey’s HSD test, for statistical significance. The results of the first
experiment indicate that identification of patterns, outliers and noise-
obstructed structures is more accurate with OPCPs than with PCPs
(ρ<0.01). Especially, in case where a structure is obstructed by noise
in the data, the OPCPs were much more accurate (µ = 1,σ = 0) than
PCPs (µ = 0.06,σ = 0.25). The distinction of noise-obstructed struc-
tures is also faster (ρ<0.05) in OPCPs: users required half the time
to recognize this kind of structures in the data with OPCPs than with
PCPs. For pattern and outlier detection, there is no conclusive result
for the time performance, but the accuracy is significantly improved
with OPCPs. The outcome of the second experiment shows that O-
Brushing is faster and more accurate (ρ<0.01) in all cases. For pat-
tern and outlier selection, O-Brushing also requires significantly less
interactions (ρ<0.05). From Tukey’s HSD test, it results that there is
no statistically significant difference between the performance of users
when using the O-Brush or the O-Prober. Based on this test, the overall
ranking of the different brushing techniques for the three investigated
tasks results as: the two variants of O-Brushing, angular brushing,
composite brushing using sliders and lasso brushing. The results of
the third experiment demonstrate that our approach is more accurate
than the state-of-the-art approach for the four given tasks. The com-
bined use of OPCs with O-Brushing had an average accuracy of 0.96
for all tasks, while traditional PCPs with standard brushing only 0.75.
In this experiment, there were no indications that pattern discernibility
requires less time with OPCPs. However, for the other three tasks the
use of OPCPs and the proposed O-Brushing makes a big difference in
performance times. For example, for pattern selection our approach
requires half the time of the traditional approach. Overall, there is an
indication that when selection is involved, our approach is also signif-
icantly faster and requires less interaction (ρ<0.05).

5.2 Second Part: User Experience

The second part of the evaluation consisted of conducting a survey.
First, we asked users to grade PCPs and OPCPs and, also, the five
previously used brushing methods, using Likert scales. The outcome
of the statistical analysis of the experiments is summarized in Fig. 21.
From the statistical analysis, it resulted that the PCPs were easier to
understand, but the OPCPs were considered significantly easier to use
(4.13), more useful (4.44) and also more suitable for the identification
of patterns (4.44), outliers (4.38) and noise-obstructed data structures
(4.31), compared to traditional PCPs. Moreover, the composite slid-
ers and O-Brushing were considered easier to use and useful, while
the easiest to understand were composite sliders and the O-Prober.
The sliders and O-Brushing were considered most suitable for pat-
tern selection, while for outlier and obstructed structure selection only
O-Brushing was preferred. The next part of the questionnaire con-
sisted on ranking the two representations using the same scale and the
five brushing methods. The OPCPs were ranked significantly higher
(8.31) than the PCPs (5.81) (ρ<0.05), while the O-Brush and the O-
Prober were ranked significantly higher (8.25 and 8.29, respectively)
than the sliders (6.50), the lasso (4.81) and the angular brushing (5.25)
(ρ<<0.01). The questionnaire was concluded with open questions.
The evaluation participants replied that the OPCPs ”can be very strong
in structure detection in the data”, especially ”when there is a lot of
overlap in the data”. However, ”the OPCPs take more time to get used
to” and ”might require some training for naı̈ve users”. Also, finding
”simple correlations across dimensions can be easier sometimes with
PCPs only”. O-Brushing makes it ”easier to select patterns locally”,
but ”O-Prober could be improved by using also different shapes, other
than the rectangle”. Most users commented that our approach sup-
ported them more in the identification and selection of patterns and
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Second Part: User Experience 

Fig. 21. Results for the experiments conducted as part of the evaluation, for the User Experience part. The asterisks denote a statistically
significant difference (ρ <0.05) between the measurements, as it resulted from our statistical analysis using ANOVA and Tukey’s HSD test.

outliers, in particular. For simple cases, due to the fact that OPCPs
require prior familiarization and training, they might be less suitable.
However, for cluttered data, the advantages are straightforward.

6 DISCUSSION

The results of the application of OPCPs on synthetic and real datasets
presented in Sec. 4, as well as the evaluation results of Sec. 5 raised
several points for discussion and limitations.

Firstly, the proposed OPCPs are a visual enhancement of PCPs for
more efficient discernibility of patterns, outliers and noise-obstructed
structures in the data. In the paper of Holten et al. [18], it is stated
that combining scatterplots with PCPs can result in significant perfor-
mance gains for the users. In many papers, the combination of PCPs
with scatterplots is limited to having multiple linked views, where in-
teractive linking and brushing can reflect selections from one represen-
tation to the other. However, in this case, users need to switch between
windows and use their mental memory for data exploration and anal-
ysis, e.g., when the user performs an operation and sees the result in
another window. Our OPCPs, instead, are not aiming at substituting
scatterplots or at using linked scatterplot views. They focus on giving
a better understanding of the data represented by PCPs, by integrating
in a seamless way the two representations in one, combining their ben-
efits and reducing the memory limitations that result from switching
between the two separate representations. We consider that a compar-
ison between scatterplots linked to PCPs against solely OPCPs is out
of the scope of this paper, as the latter is a visual enhancement of PCPs
and not a new representation on its own. In fact, as noticed by Holten
et al. [18], PCPs might still be better than scatterplots in showing the
actual shape of clusters, which is evident in our visualization. Still,
OPCPs could be combined with linked scatterplots and it would also
be interesting to investigate a comparison between scatterplots linked
to PCPs and scatterplots linked to OPCPs.

Additionally, from the evaluation, it resulted that the interpretabil-
ity of the patterns might not be straightforward and requires a certain
level of familiarization with the enhancement. However, during the
evaluation, the users were able to identify patterns more accurately
than PCPs. Also, the cognitive load of OPCPs is not so significant to
slow down the analysis of the data. As it can be seen in the evaluation
results, in the vast majority of the tasks, the time needed to perform
an operation using OPCPs and the related O-Brushing is significantly
less than the time needed to perform the same operation with the state-
of-the-art techniques. This is a first indication that the interpretability
of patterns in OPCPs is not compromised. In a future additional eval-
uation, it would be interesting to research this further.

Moreover, so far, there was no evidence in the user evaluation that
the use of OPCPs might be distractive for the user or interfering with
bundle tracking, which is the main advantage of the use of PCPs.
OPCPs are indeed a new visual enhancement that requires some train-
ing, as pointed out by users. However, in our interactive tool the ap-
pearance of OPCPs can be adjusted by fine-tuning the σ and γ values
to make the enhancement as prominent as the user would like. Also,
there is always the option to adjust the color and opacity of the OPCP
segments, to interfere less with the underlying PCPs and the poly-
line bundles. In the user evaluation, we included tasks where bundle
tracking was necessary. In these cases, the users could perform the

tasks without problems. However, for a more conclusive answer to
this point, a more extensive study would be needed.

For the brushing functionality, in the interactive version of our tool,
the user can select in which of the two spaces, i.e., PCP space or OPCP
space, he/she would like to brush. In the OPCP space, the two pro-
posed O-Brushing methods can be employed, while in the PCP space,
state-of-the-art brushing, such as angular or lasso or composite brush-
ing, can be used. As some users stated during the evaluation, having
this possibility to choose the space to perform selections on the data is
useful in different occasions: for example, if the user needs to perform
selections based on the range values of some dimensions, the state-of-
art brushing methods are more appropriate and more straightforward
to use. However, if specific patterns, or outliers or structures in the
data need to be selected, then O-Brushing is more efficient.

Limitations. We foresee some limitations of our approach. First,
OPCPs require some familiarization, as they are not immediately in-
tuitive. Additionally, they require a wider spacing between the di-
mension axes as compared to traditional PCPs in order to be effective.
Moreover, the OPCPs should be accompanied by PCPs, to preserve
context and connectivity across dimensions. Finally, the O-Prober
could improve by using free-hand shapes or a scribbling interface in-
stead of the predefined rectangle. This would enable easier, faster and
more accurate selection of specific patterns with OPCPs, similarly to
the shape-based method by Muigg et al. [28] for traditional brushing.

7 CONCLUSIONS AND FUTURE WORK

Parallel Coordinate Plots exhibit overplotting, which results in a clut-
tered view on the data. Therefore, discerning the underlying data in-
formation and selecting interesting patterns can become difficult. We
proposed a new technique, the Orientation-enhanced Parallel Coordi-
nate Plots, to improve the view and discernibility of patterns in oth-
erwise cluttered PCPs. We achieved our goal by visually enhancing
parts of each PCP line with respect to its slope, hereby incorporating
information from 2D scatterplots in the representation [18]. Compared
to the state-of-the-art, our approach is simple and provides better dis-
cernibility of data patterns, especially when there are multiple over-
lapping patterns or when there are outliers and structures, obstructed
by noise. We evaluated our approach with several synthetic and real-
world datasets. One of the main advantages of OPCs is that thy allow a
new and versatile selection method, the Orientation-enhanced Brush-
ing. Brushing in the OPCPs space enables an efficient selection of
individual data structures involving a reduced user interaction when
compared to the state-of-the-art selection tools in PCPs. On the other
hand, OPCPs require more training, compared to PCPs.

A direction for future work includes employing color transfer func-
tions in the OPCPs for better discrimination of the different data pat-
terns, or even clustering. Moreover, it would be interesting to extend
the evaluation of our proposed visual enhancement, but also of the
related brushing method, to cover the points discussed in Sec. 6. Fi-
nally, the extension of the O-Prober to other shapes should allow eas-
ier, faster, and more interactive selections of data patterns.
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Abstract Developing strategies to mitigate or to adapt to the threats of floods is an impor-
tant topic in the context of climate changes. Many of the world’s cities are endangered due
to rising ocean levels and changing precipitation patterns. It is therefore crucial to develop
analytical tools that allow us to evaluate the threats of floods and to investigate the influence
of mitigation and adaptation measures, such as stronger dikes, adaptive spatial planning,
and flood disaster plans. Up until the present, analytical tools have only been accessible to
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domain experts, as the involved simulation processes are complex and rely on computational
and data-intensive models. Outputs of these analytical tools are presented to practitioners
(i.e., policy analysts and political decision-makers) on maps or in graphical user interfaces.
In practice, this output is only used in limited measure because practitioners often have dif-
ferent information requirements or do not trust the direct outcome. Nonetheless, literature
indicates that a closer collaboration between domain experts and practitioners can ensure
that the information requirements of practitioners are better aligned with the opportunities
and limitations of analytical tools. The objective of our work is to present a step forward
in the effort to make analytical tools in flood management accessible for practitioners to
support this collaboration between domain experts and practitioners. Our system allows the
user to interactively control the simulation process (addition of water sources or influence of
rainfall), while a realistic visualization allows the user to mentally map the results onto the
real world. We have developed several novel algorithms to present and interact with flood
data. We explain the technologies, discuss their necessity alongside test cases, and intro-
duce a user study to analyze the reactions of practitioners to our system. We conclude that,
despite the complexity of flood simulation models and the size of the involved data sets, our
system is accessible for practitioners of flood management so that they can carry out flood
simulations together with domain experts in interactive work sessions. Therefore, this work
has the potential to significantly change the decision-making process and may become an
important asset in choosing sustainable flood mitigations and adaptation strategies.

Keywords Flood · Visualization · Decision-making · Large-scale rendering

1 Introduction

Climate changes already have drastic implications for rainfall and ocean levels, and
the situation is likely to worsen (Barros et al. 2014). Over 50 % of the world popu-
lation lives in cities (WHO 2013) and more than two thirds of the largest cities are
vulnerable to rising sea levels as a result of climate change (McGranahan et al. 2007).
Hence, millions of people are therefore exposed to the risk of extreme floods and
storms.

Developing strategies to mitigate or to adapt to the threats of floods is an impor-
tant topic in the context of climate changes. Several countries and unions, including the
European Union (EU), have put a multi-layer safety approach into place as a framework
for the development of these mitigation and adaptation strategies (EU 2005). The multi-
level safety approach consists of three layers. Layer 1 focuses on protection measures
in the form of levees and dikes and has traditionally received most attention and fund-
ing (Kabat et al. 2009). For example, in the Netherlands, a 5-year maintenance cycle as
well as a standardization for reinforcements has been established (STOWA 2008). Layer
2 consists of waterproof spatial planning, while layer 3 considers disaster management.
Examples of mitigation measures through spatial planning (layer 2) are local protection
of hospitals, schools, and utility companies or spatial planning measures that improve the
chances of evacuation from a flooded area. Flood disaster management (layer 3) can be
improved by setting up disaster protocols and practicing decision-making under worst-case
scenarios.

One of the main challenges for following a multi-level safety approach is the inte-
grated decision-making process it requires. This means that different practitioners, related
to the three layers mentioned above, have to collaborate and find integrated solutions for
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flood management. These practitioners include policy analysts or political decision-makers
from municipalities, water boards, and provinces or representatives from fire and police
departments, hospitals, and energy companies.

In this process, it is important to build the capacity among these practitioners for involve-
ment in flood management. Analytical tools, e.g., Sobek (http://www.deltaressystems.com/
hydro/product/108282/sobek-suite) or Mike11 (http://www.mikebydhi.com), can be used to
gain insight into the consequences of floods under different climate scenarios or alterna-
tive measures in terms of water depths, flow velocities, or damages. They offer predictions
by simulating the physical processes involving various area features such as elevation and
roughness resistance and external forces such as storm events and dam breaches (Al-Sabhan
et al. 2003; Bates and Roo 2000; Moel and Aerts 2011; Stelling 2012a). To address model
uncertainties, analytical tools are normally validated with historical events or when such
measurements are not available, a sensitivity analysis or ensemble calculations can be
carried out (Walker et al. 2003).

Up to the present, analytical tools have only been accessible to domain experts, such as
hydraulic engineers and modelers, as the involved simulation processes are complex and
rely on computational and data-intensive models. Practitioners (i.e., policy analysts and
political decision-makers) are usually only presented with resulting maps. Typically, these
indicate the impacts of individual flood hazards or the results of risk analyses, in which
multiple hazard scenario’s, each having a certain likelihood, are combined into risk maps
(Apel et al. 2004).

Despite the advantages that these maps may provide for practitioners of flood man-
agement, poor use is often made of this information for supporting decisions (Leskens
et al. 2014b). Mors et al. (2005) show that practitioners of flood management, oper-
ating under regulatory, institutional, political, resource, and other constraints, priori-
tize other concerns over more sophisticated maps with model information about flood
risks. An underlying reason might be the difference in perception of the threats of
floods between domain experts, such as modelers or hydraulic engineers, and prac-
titioners (Faulkner et al. 2007; Janssen et al. 2010; Timmerman et al. 2010; Wood
et al. 2012). Domain experts generally frame flood issues using scientific knowledge
and expertise. They assume that with more detailed model, information analyses will
improve and better decisions can be made. Practitioners, on the other hand, often lack
the capacity and time to incorporate the results of these complex analyses in their
decisions.

A way to better support practitioners with the output of analytical tools is to improve
their involvement in the application of these tools (Voinov and Bousquet 2010; Leskens
et al. 2014b). This involvement can improve the alignment of the information require-
ments of practitioners with the opportunities and limitations of analytical tools (Leskens
et al. 2014a). However, as mentioned, the existing analytical tools are only accessible to
domain experts, as the involved simulation processes are complex and rely on computa-
tional and data-intensive models. These analytical tools have specialized interfaces and their
application—for example, to picture a future flood scenario—takes multiple hours (Leskens
et al. 2014b).

In this paper, we present a system that is focused on making the use of flood anal-
ysis tools accessible for practitioners of flood management, such that they can carry
out flood analysis together with domain experts in interactive work sessions. The sys-
tem gives the user the possibility to test several disaster scenarios and to receive direct
visual feedback. It provides realistic images to help practitioners in interpreting these out-
puts of the system. We conducted a user study to test the effectiveness of this interface

http://www.deltaressystems.com/hydro/product/108282/sobek-suite
http://www.deltaressystems.com/hydro/product/108282/sobek-suite
http://www.mikebydhi.com
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and its outputs. In order to investigate the applicability in practice, we illustrated the use
of our system for real-world data in a case study for the area of West-Friesland, The
Netherlands.

This work makes a two-fold contribution: 1) we present a working system and show the
utility of our approach, and 2) we explain the technical contributions needed to achieve a
working solution. The paper offers an overview of our system and its possibilities, focusing
on interaction and visualization. We also give a description of the novel techniques that have
been used. The results of two tests are presented.

2 Our system

In this section, we explain how the system was developed and give an overview of the
key features and their technical backgrounds. For more detailed descriptions, we provide
references to other publications.

2.1 Development of the system

The system presented here builds upon a prototype developed between 2011 and 2014,
involving researchers and engineers from Delft University of Technology, Deltares, and
Nelen & Schuurmans.

The key features of the system are based on user requirements that were derived from 13
semi-structured interviews among policy analysts of the regional water board Hoogheem-
raadschap van Delfland (The Netherlands), conducted in 2011 and reported in Leskens et al.
(2014a). The interviews focused specifically on three questions. (1) What is your task or
role in decision-making processes? (2) What information do you require to carry out this
task? (3) What functions do you need from an analysis tool that can be operated during
a work session? From these 13 interviews, it emerged that the following capabilities were
considered important for using an analysis tool during a work session with domain experts:
(1) technical reliability, (2) the possibility to assess the effectiveness of multiple scenar-
ios within the time horizon of a work session, and (3) understandable output for non-water
specialists.

Based on these user requirements, the key features of our system focus on a realistic
visualization of floods and interactivity to enable practitioners to explore various options for
flood mitigation and adaptation measures rapidly, together with domain experts. To ensure
technical reliability (i.e., the first user requirement), our system combines a high spatial
resolution (i.e., 0.5 m by 0.5 m) and the inclusion of all relevant processes (i.e., overland
flow, groundwater flow, canal flow, and sewer flow) (Stelling 2012b).

There are other flood analysis tools available that provide comparable features and user
interfaces (Nóbrega et al. 2008; Bates and De Roo 2000). However, our system is unique
in providing the distinct features in the required scale (>1000 km2) and resolution (>10
height values per square meter). Making an interactive system with a realistic visualization
for such large areas is a very challenging goal.

2.2 Overview

Three dimensional (3D) visualization Our 3D visualization is aimed at supporting prac-
titioners in interpreting and understanding the impact of simulated flood hazards. It shows
the properties of simulation results in three spatial dimensions and a realistic rendering,



Mitig Adapt Strateg Glob Change

mapped to real-world phenomena. In respect to two dimensional (2D) visualizations, in
which the impacts of flood hazards can only be viewed directly from above, the 3D visu-
alization shows the impacts also from the side. Flood depths can therefore be examined
without the use of a legend in which typically different shadings of blue are used to indicate
the depth of a flood. The basis for this realistic 3D visualization is data from Light detection
and range (LiDAR) scans coupled to output of water simulations. LiDAR data is collected
by a technology that measures distance by illuminating a target with a laser and analyzing
the reflected light. The result of these LiDAR scans, usually carried out by helicopters, are
points specified in three spatial dimensions (x, y, z), with a resolution of around 15–50 points
per square meter. These points, colored via aerial images, ensure recognition of the area and
its features (e.g., houses, cars, and trees) in high detail. Water properties, based on the sim-
ulations, are projected realistically into this 3D visualization. For example, flow directions
are visualized by moving waves and water depth is displayed by adjusting the light extinc-
tion. Furthermore, the system supports stereo rendering to create the illusion of depth, if
the corresponding equipment is available. Extensive interactive device support gives users
the possibility to navigate the 3D world with ease. This also allows us to adapt the sys-
tem’s navigation to the cognitive and motoric capacities of different audiences (e.g., general
public, museum visitors, decision-makers, managers, hydrologists, etc.). Our system builds
upon an efficient out-of-core rendering system that displays large-scale light detection and
ranging (LiDAR) data (Haan 2009, 2010; Kehl and de Haan 2012). Even though large-scale
point-based rendering is a classic rendering topic (Dachsbacher et al. 2003; Rusinkiewicz
and Levoy 2000), a solution that combines large-scale water and terrain visualizations was
previously unavailable.

Interaction For interaction with the simulation process, our system relies on a sim-
ulation display that shows the map of the study area (Fig. 1). Different from the 3D
visualization system, as presented in the former section, the study area in the simulation

Fig. 1 A screenshot of the 2D interface used for interaction



Mitig Adapt Strateg Glob Change

display can only be viewed directly from above. Once a simulation is carried out, the
outcome can be presented in the 3D visualization system and be viewed by a helicopter
perspective.

A user can choose two different methods to add water flows to the study area. First, a
point source can be added, consisting of a flow discharge or a water level. This point source
can, for example, be used to simulate a dam breach or a leaking sewer pipe. Second, a
spatially distributed source can be added, consisting of a flow discharge to a selected area,
which can be used to simulate rainfall events. Several properties can be selected for both
types of water sources, for example, whether the flow discharge of a point source is constant
or time-dependent, or whether the distributed discharge has a circular or an irregular shape.
The impact of these sources on the area can be assessed simultaneously with the simulation
process. The water depths are indicated by a dynamic blue overlay and can also be assessed
by a graph on random points or over a random cross section. Flow velocity is indicated by
bubbles in the water.

Aside from the various options to add water sources, the properties of the study area’s
terrain can be adjusted as well. This can be done in three ways. First, the elevation of
the area can be locally increased or decreased—for example, to simulate the effective-
ness of digging passages in local elevations that obstruct water flowing to storage areas
or to test the effectiveness of elevating levees with sand bags. Second, the land use type
can be changed—for example, to increase the rainwater infiltration capacity of the ground
by changing paved areas into unpaved areas. Third, the water system in the study area,
consisting of canals, pumps, weirs, and culverts, can be adjusted—for example, to test the
effectiveness of stronger pumps, broader canals, or higher weirs.

Adding water sources to the study area and adjusting the study area itself can be done at
any time by the user during the simulation process. The simulation can also be stopped to
make adjustments to the water sources or the study area, after which the process is resumed.
The display is made accessible via an internet browser. Therefore, users do not need to
install special software on their computers. In case multiple users access the system at the
same time, one of the users has the authority to make adjustments to the simulation. This
depends on the pre-specified user rights.

The interactive character of the simulation display, as described above, is made
possible by a strong computation core. This computation core consists of numerical
methods to solve the 2D hydraulic equations for water flow, under the conditions of
short computation times while still conserving the details of the study area. The tech-
nical details of this flood simulation model can be found in Stelling (2012b) and
Casulli and Stelling (2013).

2.3 Technical contributions

Several hurdles were overcome to obtain a system that is accessible to practitioners who
are no domain experts. We added four extensions to the existing 3D visualization tech-
niques (Haan 2010; Kehl and de Haan 2012; Kehl et al. 2013). First, we introduce a solution
to directly manipulate the LiDAR point sets to improve collaborative aspects. Second, we
present a new visualization technique to add rainfall information. Third, we developed a
scalable solution for water rendering to make it possible to investigate large-scale flood-
ing scenarios. Finally, our system can be easily executed on network-connected display
devices, hereby abstracting the used hardware—whether it be a single screen, a multi-screen
setup, or a stereo device. In the following, we will give a short overview of these technical
contributions.
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Direct interaction with data points To facilitate discussions and support multi-user
interaction, we designed a web-based solution for collaborative interaction that allows
concurrent users to highlight areas or even modify data. The aforementioned changes in
the simulation display (terrain lifting, soil changes, etc.) and annotations can be trans-
ferred directly to the virtual 3D LiDAR model. The on-the-spot visualization of concurrent
changes on 3D topographic models of comparably sized datasets has not been demonstrated
before within the scientific geospatial community. Our solution also allows highlighting of
areas via common user interfaces, such as Lizard, Google Maps, or Open Street Maps to
ensure a good acceptance of the system among the various users. Such possibilities can be
helpful for discussions by directly visualizing the impact of the suggested solutions (Isen-
berg et al. 2013). The input applications can be executed on widely used smart devices (e.g.,
tablets and smartphones), making our algorithms accessible to a wide audience.

The modifications can manipulate any point property, such as color, but also height.
The algorithm reads as an input keyhole markup language (KML) files, which are readily
produced with the abovementioned software packages. These 2D polygonal definitions are
shared among various users, who can then concurrently define modifications.

Technically, the approach modifies the LiDAR points on the fly by restricting the changes
to the points that are currently visible to the observer in the 3D visualization software.
Hereby, we avoid treating the entire data set, which would be too large to allow for interac-
tive rates. Each LiDAR point is localized on the fly via a hierarchical structure build from
the user-defined polygonal areas in the KML file (Kehl et al. 2013). The latter stores in
each area the wanted attribute modification. This modification can then be applied to the
localized LiDAR point, prior to being drawn on the screen.

Rainfall visualization Previous 3D visualization systems produced realistic imagery
from simulation data, which improves understanding for practitioners. In this work, we fur-
ther introduce a rainfall data visualization, which is particularly interesting for urban floods;
dense construction (e.g., buildings, pavements, roads) and their disadvantageous infiltration
properties lead to water accumulating on the pavement.

Fig. 2 Cloud reflection for a flood in the city of Rotterdam due to a hypothetical scenario of heavy rainfall
(100 mm/h)
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In order to naturally embed precipitation information in a realistic 3D visualization,
we developed a method to render, dynamically update and animate clouds according to
measurements provided by the Koninklijk Nederlands Meteorologisch Instituut (KNMI).
Figure 2 shows an example of the reflection of these clouds for an urban flood scenario
in the city of Rotterdam, but the cloud layer is also directly visible, e.g., in a top-down
view. We render satellite imagery (Holleman et al. 2009) as a realistic cloud layer, posi-
tioned 10 km above the ground, that is streamed in real-time into our 3D visualization
software.

Water rendering The rendering of large-scale water bodies is particularly challeng-
ing. No previous solution existed to directly render the results of hierarchical simulation
processes (Stelling 2012b), despite the fact that such scenarios are very common in the
investigation of large-area impacts.

The challenge is that the simulation relies on an approximation in the form of an adaptive
quadtree, which respects water properties. These data sets, even in a hierarchical represen-
tation, are too large to be displayed entirely at real-time rates. Hence, an efficient display
method is needed to simplify the representation. This adaptive scheme should be based on
the viewing distance to add details only in the proximity to the observer, where they are
needed.

The problem relates to terrain-rendering solutions, but previous work used a uniformly
sampled height field (Losasso and Hoppe 2004; Baboud et al. 2011), while we need
support for the hierarchical simulation results. Additionally, we want to support wave pat-
terns to illustrate the underlying water properties, but previous work synthesized waves
independently of any underlying simulation data (Ren and Zhou 2012) or did not allow
for view-dependent simplifications (Kryachko 2004). These aspects are crucial for our
large-scale data sets.

In our approach, we load and display only the simulation results that are currently in
view. We use a hierarchical grid attached to the camera location that is very close to the
observer and coarser in distance. As such, the grid resolution respects the distance to the
observer. To transform this grid into a water representation, its vertices recover information
from the underlying hierarchical flood simulation by querying the hierarchical structure
based on their position. Depending on the stored water properties (presence, height, flow,
and velocity), the vertices are displaced to represent the water levels and the recovered
values are interpolated across each grid cell, which enables us to apply a texture-based
wave-synthesis algorithm (van Hoesel 2011).

Display setups We designed a display algorithm that distributes the workload among
network-interconnected rendering machines. Such a solution makes it easy to run our solu-
tion on various 2D displays, multi-display setups, as well as 2D and 3D stereo projector
systems. This is an interesting aspect as different visualization setups are common (Marton
et al. 2012; Reda et al. 2013; Kuchera-Morin et al. 2014).

Since particularly high-resolution results involve extensive computations in order to
maintain interactivity at a high quality, our approach allows the involvement of multi-
ple computers, which all contribute to the final images by sharing their results over the
network. To illustrate the generality of this solution, we tested several different screen
setups (screen walls of various screen arrangements, stereo devices, and cylindrical pro-
jection, as shown in Fig. 3). We also refer the interested readers to the accompanying
video.
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Fig. 3 Multi-screen setup, visualizing the city of Delft on a three-screen panorama

3 Flooding analysis

To test whether the two key features of our system (i.e., realistic visualization and interac-
tivity) can contribute to a better accessibility of flood analysis tools for practitioners and
support collaborative flood analyses with domain experts, we carried out two tests. The first
was aimed at the usability of our system for individual practitioners who are no domain
experts. The second was a use case to test whether our system could support collaborative
flood analysis with practitioners and domain experts in a real-world application.

We gathered the data input for our system from the aerial LiDAR scan AHN2 (Actueel
Hoogtebestand Nederland - www.ahn.nl) together with satellite imagery. The data was fur-
ther augmented by object databases and soil maps provided by the Dutch Water Boards and
conversion tables to transform land use into infiltration rates, as well as roughness, inter-
ception, permeability, and porosity values (CultuurtechnischeVereniging 1998). In common
modeling practices, preferably a calibration and validation with real measured data is
applied to assure the validity of the model outcomes. However, our case study was focused
on testing the interface and user interaction and therefore a validation and calibration with
real measured data was not necessary, although in this test, the outcomes had to be within a
reasonable range of likelihood to be of use to the users.

3.1 User study

In this part, we evaluate the usefulness of our system for practitioners of flood management,
who are usually no domain experts. To this end, we asked the participants to perform an
analysis themselves and to comment on different types of visualizations obtained by our
system.

3.1.1 Participants

Seven subjects participated in our study (5 males and 2 females, aged between 24 and 46—
the mean age was 30). All had normal or corrected-to-normal vision. While they were not
familiar with the system and goals, they all had experience in working with computers.

3.1.2 Methodology

The experiment took around 15 min per participant, including instructions, test, and subjec-
tive feedback. It consisted of two parts: (1) a comparison between a simulated flood hazard

www.ahn.nl
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Fig. 4 A simulated flood hazard in the Watergraafsmeer area represented with an illustration directly from
above (2D) and a helicopter view (3D).

represented with a illustration directly from above (2D) and a helicopter view (3D) (Fig. 4)
and (2) an assignment in which the interactive simulation display was used.

For part 1 of the experiment, a flood was simulated in a study area in Amsterdam called
Watergraafsmeer. The calculated maximum water depths of this simulation where projected
in two ways. First, our 3D visualization system was applied, in which the user could make
a realistic helicopter flight over the flooded area. Second, a conventional 2D visualization
was applied, consisting of a digital map (Google), in which the maximum water depths
where projected that could only be viewed directly from above (see Fig. 4). We showed both
visualizations to each participant individually and asked them to respond to three closed
questions and one open question:

1. Which visualization is best suitable to estimate damages to houses? [options: 2D, 3D,
neutral]

2. Which visualization is best suitable to estimate loss of lives? [options: 2D, 3D, neutral]
3. Which visualization is best suitable to estimate whether evacuation is necessary?

[options: 2D, 3D, neutral]
4. Does the 3D visualization have added value in respect to the 2D visualization and, and

if so, what is this added value? [open question]

In part 2 of the experiment, the participants were asked to use the interaction possibilities
to study the area Watergraafsmeer in Amsterdam. First, an introduction to our system was
given to explain how the simulation display works. Second, the participants were given the
opportunity to familiarize themselves with the simulation display. No explicit time limit was
given for this. When they indicated that they understood how the simulation display had to
be operated, they were asked to give an answer to the following question: which streets in
the study area will be inaccessible for cars after a rain shower of 100 mm in 1 h? The time
it took to answer this question was then measured.

3.1.3 Apparatus

We used an Intel Core i7 at 2.67 GHz processor, 6 GB of main memory, and an NVIDIA
Quadro FX380 card with a 20-in. Samsung 2233RZ (120 H, 1680 × 1050 pixels) screen,
and the participants used a classic three-button mouse device for interaction. For the
3D visualization, the main device uses an Intel Xeon 6 core hyperthreaded processor @
3.2 GHz, 12 GB of main memory, and an NVIDIA GeForce GTX 680 with a common
screen (60 Hz, 1920 × 1080 pixels) attached.
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Table 1 The table presents the questions that where asked to each individual participant and, per question,
the number of participants preferring a 2D/3D visualization

Question 2D Visualization 3D Visualization Neutral

Which visualization is best suitable 2 5 0

for the estimation of damages to

houses?

Which visualization is best suitable 2 5 0

for the estimation of loss of lives?

Which visualization is best suitable 3 3 1

for the estimation whether evacuation is necessary?

3.1.4 Results user study

The responses to the closed question in part 1 of the test (i.e., the comparison between a 2D
and 3D visualization of the same flooded area) are listed in the table below (Table 1)

The open question about what the added value of the 3D visualization was with respect
to the 2D visualization was answered with the following statements:

– It makes it better possible to imagine the consequences of the flood.
– It enhances prediction of what a flood means for an area and helps to better empathize

with the situation.
– It is more realistic and detailed. It is easier to interpret what a flood means for the area.
– It is more vivid and therefore better understandable.
– Less interpretation is required to estimate the consequences of the flood.
– It helps the user to better imagine how serious the flood is.
– It shows the consequences for the environment better.

The average time the participants needed to answer which roads would not be accessible
for cars after a rain event of 100 mm was 6 min, with a minimum of 4 and a maximum
of 7.

3.2 Case study

To test whether our system is accessible for both model experts and practitioners such
that they can carry out flood analysis together in an interactive way, we organized a case
study. This case study was organized together with the Province of North-Holland and the
Waterboard Hollands Noorderkwartier in the Netherlands. Various stakeholders of the pilot
area West-Friesland were invited to a workshop to discuss flood mitigation and adaptation
measures within the multi-level safety approach.

The West-Friesland area is a large, flood prone area (781 km2), located north of Amster-
dam and lies approximately 3 m under sea level. It is protected by dikes from water in the
IJsselmeer/Markermeer-lake. The area is inhabited by approximately 400,000 people.

3.2.1 Set-up case study

A broad workshop was organized to create a decision-making environment in which vari-
ous stakeholders in the area were informed about the threats of floods and were involved in
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investigating mitigation and adaptation measures in spatial planning and flood disaster man-
agement. During the workshop, the stakeholders were separated into groups to answer the
central questions: “Which measures can be taken?” and “How can these measures be imple-
mented?”. Ideas of the stakeholders, resulting from their own backgrounds and perspectives
on the threats of floods, could immediately be tested and discussed using our system. The
system was also used to produce maps ahead of time. The results are the following four
maps, each post-processed per flood scenario:

1. Flooded roads: highways, secondary, and urban roads
2. Flooded utility companies: divided into electricity, gas, and water
3. Flooded vulnerable objects; hospitals, day care centers, generated schools, and old age

homes
4. Arrival times in order to provide information for planning evacuations.

Figure 5 shows an example of the arrival times of a simulated flood and Fig. 6 indicates
the accessibility of roads.

3.2.2 Participants

Thirty-five stakeholders attended the workshop. This group existed of representatives of the
province of North-Holland (official organizer of the workshop), the Waterboard, munic-
ipalities, agriculture, business, project developers, energy providers, health service, fire

Fig. 5 Arrival times—an exemplary map showing flood arrival times in different zones, which can be used
for city evacuation planning
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Fig. 6 Accessibility of roads—another map resulting from the system that shows the mitigation of the flood
(left) and the road access in the study area (right) accordingly. In the access map (right), green paths show
usable road paths while red-circled icons symbolize access bottlenecks

department, and an insurance company. These stakeholders covered most of the parties
involved in choosing mitigation measures. Apart from five domain experts from a consul-
tancy company and the water board who where used to applying analysis tools, most of the
other participants were not used to involvement in the application of analysis tools.

3.2.3 Results case study

The work session yielded a number of measures that were proposed by the participants and
could be directly tested with our system. The measures were assigned to responsible stake-
holders for further elaboration. An overview of these measures is listed in Table 2. One of
the measures that emerged during the workshop, which is considered to be of high poten-
tial, was dividing the area in different components by dry dikes (Fig. 7). The evaluation of
the use of our system in the workshop indicated that a combination of interaction with the
system and the realistic visualization allows the users to quickly judge the effectiveness of

Fig. 7 One investigated measure for flood protection is shown in this figure. The illustration shows the effect
of dividing the area of West-Friesland in a southern part and a northern part by a dry dike (red line) at both
dam breach locations
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Table 2 Flood mitigation and adaptation measures that were proposed by the participants of the work session
and could be directly tested with our system

Stakeholder Measure Elaboration

Province Include water safety in water Use official strategic plan for

regional planning spatial planning and raise and

maintain regional roads in order

to provide evacuation routes

Municipality Incorporate water safety in building Adapt official building standards

standards and regulations

Water board Create awareness and inform Apply the water system to reduce

stakeholders on water safety the consequences of floods, for

example, by using compartments

in discharge canals

Supply flooding data and

information on a non-expert level

Apply the water system for flood

reduction and practice

Suppliers of energy Ensure drinking water during Keep pumping stations dry and

and water flooding events, by keeping the assure emergency power supply

system under pressure (Electricity Redirect mobile communication

supply and communication supply towards flooded area

systems tend to break down easily)

Companies and Take private measures in case the Take local measures such as dikes

entrepreneurs level of protection ensured by the around the property

water board is not enough

Inhabitants Take private measures to survive Prepare a survival kit

for a longer period in case of

flooding

Emergency services Switch from procedural scripts to Enhance evacuation scripts and

(fire departments, scenario-related evacuations the supply of information during

police) calamities

The measures were assigned to responsible stakeholders for further elaboration

the solutions suggested in the various flood scenarios. The 3D visualization was considered
a benefit over conventional 2D visualizations on maps. Users indicated that it was easier to
estimate the impact of the calculated flood with the 3D visualization as they could relate
the flood depths directly to familiar objects, such as trees, cars, and houses. With 2D visu-
alizations, users first have to translate the different shades of blue into flood depths and
then estimate the impact of the calculated flood. The positive impact on decision-making
was attributed to the possibilities of testing the effectiveness of measures in a direct way.
In the past, the effectiveness could only be evaluated by the intervention of model experts
and was presented in a following work session. The post-processed map layers that illus-
trate additional information, such as damage, hindrance, and costs allocation, were deemed
extremely useful for gaining additional insights beyond the physical values, such as water
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depths or flow velocity. Furthermore, this representation addressed the legal responsibilities
of the different stakeholders.

4 Discussion

The results of our user study show that our system is accessible and usable for users who are
not domain experts like hydraulic engineers or model specialists. First, the 3D visualization
helped most of the participants to better understand the consequences of a flood scenario
in terms of damages, loss of life, and the urgency to evacuate in respect to the 2D visu-
alization. In the open question about the added value of the 3D visualization over the 2D
visualization, all participants agreed that the 3D visualization helped them to better imag-
ine what a flood means for an area. Second, it was shown that these non-expert participants
all were able to use our interactive simulation display. Moreover, they were able to carry
out an expert analysis about the availability of roads after a heavy rain event within min-
utes. With conventional models, which have specialist user interfaces and require hours of
computation time, this would not have been possible.

The case study showed that our system was usable for collaborative application by prac-
titioners and domain experts. The simulation display was effectively used on the level of at
least three aspects. First, it enabled practitioners from different backgrounds to understand
what floods meant for their specific field of profession. Second, it helped these practition-
ers to contribute in suggesting suitable solutions, following the multi-level safety approach.
Third, the simulation display helped the practitioners to retrieve direct feedback on the
effectiveness of their suggested solutions.

Our results show that our system is accessible for practitioners of flood management
such that they can carry out flood analysis together with domain experts in interactive work
sessions. However, one should be careful to draw general conclusions about the apprecia-
tions of our system. In our case, the simulation display and 3D visualization were mainly
used for a general exploration of solutions which on the short term have no direct financial
or political consequences. The impact of the decisions and the time pressure for making
these decisions were therefore low. It is expected that our system will be used differently
when time pressure and consequences are high. Experiences show that decision-makers in
these circumstances highly value the accuracy of the outcomes of a model (Brugnach et al.
2007).

We expect that interactive modeling can contribute to a better understanding of uncer-
tainties in model outputs among decision-makers as they can directly examine if current
data were used in the model setup. They can also see how suggested solutions are trans-
lated into the model and therefore better understand the scope of the outcomes. Still, a
calibration and validation with real measured data, as applied in common model practices,
is always advisable. However, in environmental problems related to climate changes, the
future is unpredictable and the nature of the relationship between processes is sometimes
unknown (Leedal et al. 2010). In these cases, different model concepts or variation in input
data in ensemble calculations can be considered (Renner et al. 2009; Walker et al. 2003).
Methods to cope with model uncertainty, such as the use of real measured data or ensemble
calculations, are all applicable with our system.

Regarding the technical aspects of our studies, we report that our system is efficient
enough to be executed on a standard desktop PC, as reported in Section 3.1.3. For all sce-
narios, we could ensure a framerate of roughly 20 frames per second, which leads to a good
tradeoff between speed and accuracy. Figure 8 shows a few images from a flythrough with
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Fig. 8 Our system is interactive and maintains a stable framerate. Here, we show an evolving flood during a
real-time flythrough on a standard desktop computer

an evolving flood. The interaction component was executed on a tablet but would run on
most web-capable devices, which is a big advantage as it makes a large part of our system
accessible anywhere and to anyone.

5 Conclusions

In this paper, we presented our system for analyzing flooding scenarios. We showed that,
despite the complexity of the involved models and the size of the involved data sets, our
system is accessible for practitioners of flood management such that they can carry out flood
analysis together with domain experts in interactive work sessions. In particular, the realistic
3D visualization helps practitioners, who are no domain experts, to better estimate the scale
as well as the impact of a flood. The simulation display allows them to interact with the
system and to explore complex flooding scenarios. Both results have been demonstrated in
a user study and a case study, showing that our system represents an important step ahead
towards the closer involvement of practitioners in the analysis driving the decision-making
process for developing mitigation and adaption strategies for the threats of floods.

The accessibility of our system can also be underlined by the fact that a modified ver-
sion was recently installed in two museums in The Netherlands, namely the Delft Science
Center, as well as the Watersnoodmuseum in Zeeland. The two installations rely on our 3D
visualization system to illustrate the impact of the 1953 flooding, which led to an enormous
destruction of large parts of the Netherlands. Our solution gives people a direct access to
flood-related information and offers insights into decision-making for flood mitigation and
adaption strategies.
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The visualisation of large-scale geospatial data is a demanding challenge that finds applications in many 

fields, including climatology and hydrology. In this work, we are focusing on the visual analysis of 

flooding scenarios. We propose a novel solution that is able to visualise coloured LiDAR data of several 

hundred square kilometres including high-resolution flood simulation results. 

 

One key contribution is a level-of-detail rendering algorithm that enables us to handle Terabytes of data 

interactively. Furthermore, we present a novel algorithm to annotate (colour entire regions or highlight 

routes), or modify (i.e. clip, cut, raise/lower) the unordered LiDAR point set on-the-fly with flexible 2D 

geographic metadata (i.e., polygons, paths and landmarks). The principles of our technique are to make 

use of hierarchical structures on the metadata and a new quadtree-based GPU traversal algorithm.  

 

We examined three test cases and show that combining the flood simulation with different topographic 

shading techniques facilitates drawing conclusions about water flow, security measures, and evacuation 

planning. 
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Figure 1: ChromaDepth R©glasses act like a prism that disperses incoming light and induces a differing depth perception for different light
wavelengths. As most displays are limited to mixing three primaries (RGB), the depth effect can be significantly reduced, when using the
usual mapping of depth to hue. Our red to white to blue mapping and shading cues achieve a significant improvement.

Abstract

The chromostereopsis phenomenom leads to a differing depth per-
ception of different color hues, e.g., red is perceived slightly in front
of blue. In chromostereoscopic rendering 2D images are produced
that encode depth in color. While the natural chromostereopsis
of our human visual system is rather low, it can be enhanced via
ChromaDepth R©glasses, which induce chromatic aberrations in one
eye by refracting light of different wavelengths differently, hereby
offsetting the projected position slightly in one eye. Although, it
might seem natural to map depth linearly to hue, which was also the
basis of previous solutions, we demonstrate that such a mapping re-
duces the stereoscopic effect when using standard trichromatic dis-
plays or printing systems. We propose an algorithm, which enables
an improved stereoscopic experience with reduced artifacts.

CR Categories: I.3.3 [Computer Graphics]: Three-Dimensional
Graphics and Realism—Display Algorithms;

Keywords: ChromoStereoscopy;Stereoscopic rendering

1 Introduction

Artists have made use of color to encode and induce depth percep-
tion for centuries [Livingstone 2002] - a well-known example is the
application of aerial perspective. In general, we tend to perceive
colder colors as more distant than warm tones. One possible ex-
planation is a subtle natural chromatic aberration induced by the
lens of our visual system [Einthoven 1885]. Usually, this effect is
rather weak, but strong enough to find applications in visualization
systems [Chu et al. 2008].

Figure 2: Chromostereopsis can be due to: (a) longitunal chro-
matic aberration, focus of blue shifts forward with respect to red,
or (b) transverse chromatic aberration, blue shifts further toward
the nasal part of the retina than red. (c) Shift in position leads to a
depth impression.

This chromostereopsis phenomenon can be enhanced using spe-
cialized glasses, e.g., ChromaDepth R©glasses. These glasses typ-
ically consist of a standard window glass for the right eye and a
special prism-like holographic film for the other, which induces an
increased chromatic aberration. Due to the positional shift of dif-
ferent wavelengths in one eye, but not the other, disparity between
the image pairs is produced that is perceived as depth. For exam-
ple, a red object will be shifted to the right for the left eye, hereby,
creating the illusion of this object being closer to the observer.

Based on the wavelength, light is consistently refracted to induce a
visible shift. Nonetheless, an LCD screen and printer can usually
not synthesize arbitrary wavelengths, but only combine a limited set
of base colors to produce the illusion of various hues. For screens,
subpixel information in form of a red, green, and blue channel are
combined. For chromostereopsis, this limitation has a significant
impact and can lead to artifacts. Imagine the color yellow (actually
represented via red and green), which maps to two distinct posi-
tions. In this paper, we will take these observations into account to
derive more effective chromostereopsis for LCD screens.

Our solution achieves an increased depth perception and reduces
visual artifacts. It improves the quality of chroma-based stereo,
which is interesting for several reasons. First, images are easy to
produce with our solution. Second, the necessary stereo equipment
is cheap. Third, the result is naturally backwards-compatible; an



observer without glasses perceives a clear and crisp image and only
lacks the enhanced depth perception. Also, the image builds upon
a warm-cold contrast, which makes it a suitable representation for
visualization purposes [Gooch et al. 1998; Rheingans 1999].

Specifically, our contributions are: an analysis of chromostere-
oscopy for RGB displays; a fast and easy-to-implement method for
chromostereoscopy; enhancement techniques to improve depth per-
ception; an informal user study to evaluate the quality of the results.

2 Related Work

Einthoven’s theory [1885] first described chromostereopsis induced
by our eyes. On a black background, we perceive red in front of the
image plane and blue behind it. The phenomenon was attributed
to a different refraction index for each color of the light spectrum
when a ray enters the eye. The blue projection on the retina is
shifted more to the nasal part (Fig. 2(b) and (c)), known as the trans-
verse chromatic aberration. This explanation is generally preferred
over the longitudinal chromatic-aberration theory (Fig. 2(a)), stat-
ing that the focus point in the eye appears closer for blue than for
red [Simonet and Campbell 1990; Ye et al. 1991; Faubert 1994].

To exploit and amplify the natural chromostereopsis effect, special
glasses have been introduced. The Chomatek Corporation devel-
oped the ChromaDepth R©glasses, which are composed of super-
chromatic prisms. The visible light is refracted with a refraction in-
dex depending on the light wavelength, enhancing the color-depth
effect [Steenblick 1987; Sicking et al. 1995; Ucke 1999]. The lower
wavelength, violet, is refracted toward the nasal part of the retina
while higher wavelengths, red, are redirected towards the temporal
part. Hereby, a disparity between the left and right retinal images
is induced, which is interpreted by the human visual system as a
difference in depth (Fig. 2 (c)). We can theoretically create a depth
ramp by mapping depth linearly to the visible light spectrum be-
tween red (close) and violet (distant). The background of the image
should be black, as, otherwise, the background color will also be
refracted and interferes at object boundaries (Fig. 3). Initially, two
holographic films (one for each eye) were used, but this process
lead to a reduced sharpness [Ucke 1999].

The chromostereoscopy along with the ChromaDepth R©glasses has
been used extensively in various areas of computer graphics. For
scientific visualization [Bailey and Clark 1998], for cartographic
images [Toutin 1997; Petrie et al. 2001], complex graph visualiza-
tion [Wallisch et al. 2002], solar physics simulation data [Verwichte
and Galsgaard 1998], and even marine environment [Hamid 2012].

All these previous sources suggest a linear depth-to-hue mapping
(red for close, green for middle, blue for distant elements) to pro-
duce chromostereoscopic images, referenced hereafter as hue map-
ping. However, on a trichromatic (RGB) screen, the so-defined
depth is not optimal, appears non linear, and color artifacts on the
boundary can be very significant, e.g., for yellow (Fig. 3(a)).

For angiography visualization, Ropinski et al. [2006] proposed a
modified chromostereoscopic rendering using red, magenta and
blue, from the closest to the farthest, on a black background
(Fig. 3(b)). Unfortunately, magenta tends to be perceived at the
same depth as red instead of between red and blue [Bailey et al.
2006]. We will analyze the reasons in this paper and propose a new
color scheme that better matches the expectations.

Additionally, a chromostereopsis rendering algorithm, using non-
photorealistic techniques, such as strokes and silhouette drawing,
has been developped by Chu et al. [2008] for vascular visualization.
They draw strokes parallel to the vessel section, varying their color
from red to green to blue, on a black background. Further, they add

a white silhouette, which is not a good choice, as it is perceived
at the screen depth, hereby, contradicting the stroke depth. In this
work, we also optionally add shading cues at silhouettes to improve
depth perception and show their benefit.

Figure 3: Colors leading to a depth ramp; a red-to-blue on a black
and cyan-to-yellow ramp on a white background. Underlined col-
ors lead to conflicting depth cues on trichromatic displays.

3 ChromoStereoscopy with RGB Displays

Most displays and prints are trichromatic, meaning that three prim-
itive colors are mixed. Consequently, there are also only three dis-
tinct shifts associated to these color primitives to induce a depth
illusion (Fig. 4). The hue mapping between red and blue is only
a weak approximation of different spectra, although it is true that
at least blue shifts to the left, red to the right and green is mostly
invariant. A red (green/blue) square on a black background will,
thus, be seen close (at screen distance/far away). Nonetheless, this
observation does not hold for all colors; yellow will be perceived at
screen distance and show color artifacts on its boundaries; the red
and green channel being independently refracted by the glasses, a
similar observation can be made for cyan.

(a) Black background

(b) White background

Figure 4: Color perception on a black or white background look-
ing through the left holographic foil of ChromaDepth R©glasses.
(a) Red shifts right, blue shifts left, green does not move. Colors
combining various channels show fringing. (b) The white back-
ground is decomposed in blue, green and red and mixes with the
color patches. Darkened yellow and cyan do no longer show a
chromostereoscopic effect.

The use of different background colors can have a strong impact on
the visible depth position of a patch. If background and patch chan-
nels share information (e.g., red object on a yellow background),



there is necessarily an interaction between the two. This cross talk
can be strong enough to hinder the human visual system from es-
tablishing correspondences between both views, leading to an an-
nihilation of the entire stereoscopic effect. E.g., a cyan patch on a
black background will be perceived at screen distance because cyan
produces a green and blue copy. The visual system has a weakness
for blue and will tend to match cyan with green, whose retinal pro-
jection is not influenced by the holographic foil. A cyan patch on a
white background corresponds to the inverted situation of red on a
black background. In other words, it only differs in the red channel
with respect to the background, hence, it will be shifted and thus be
seen in front of the white background. Nonetheless, if one were to
use a dark cyan patch, the matching will fail, as it induces several
differently-colored borders that hinder the stereoscopic perception.
On the one side a blue/cyan, on the other a pink/yellow border. In
both cases, the strong differences in the green/red channel avoid a
perfect match. Further, the red and blue boundary, even if matched,
lie at the initial position, hence, the chromostereoscopic effect is
always annihilated (Fig. 4(b)).

The screen physical sub-pixel arrangement (horizontal/vertical)
does not modify the way the color fringes appear on the vertical
edges of an object whose color is composed of several primaries.
We observed that for a viewing distance of 60cm, red (blue) is
shifted to the right (left) by an amount of around 6 pixels (1.5mm)

4 Our Depth-to-Color Mapping

To define our rendering algorithm, we will build upon the previous
observations to improve upon the hue mapping. In order to avoid
most interference, we choose a white or black background. In this
case, the color channels will always represent extremes with respect
to the object colors. For the moment, we will first investigate the
case of a black background.

To cover the entire possible depth range, a red-to-blue mapping,
via magenta, might seem an appropriate choice. In practice, the
solution does not perform well because the red and blue channels
are consistently warped. The red channel moves in one direction,
the blue channel in the other, both with constant distance. Hence,
it looks like two semi-transparent foils, a red one in front of a blue
one. The scene mostly appears like a two-layer depth representation
of transparent objects, than a consistent 3D scene (Fig. 4(a),12(c)).

In order to avoid the layered impression, one could consider a tran-
sition from red to blue via green, which is perceived at screen dis-
tance. Unfortunately, the introduction of a green channel, while
fading out the red channel can lead to matching conflicts. Before
most, our human visual system matches luminance [Heckmann and
Schor 1989; Legge and Yuanchao 1989; Didyk et al. 2012] and the
fact that the eye is slightly more sensitive to green seems to re-
sult in a mismatch when showing red and green at the same time.
This observation seems to match the previous remark regarding yel-
low being a bad choice because the borders decompose into red
and green bands. In particular, it is evident that the hue mapping,
which includes yellow, as well as cyan, thus results in artifacts and
mismatches, which induce a non-monotonic depth repartition. In
Fig. 3, we show various mappings for comparisons.

Our choice is to rely on a red to white gradient for nearby objects
up to the screen distance. Fading in the green and the blue channel
simultaneously to produce white, without reducing the red channel,
improves the matching drastically. First, white will be perceived at
the screen distance, just like green, but it shows actual boundaries.
The inner boundaries are yellow and cyan, which are close enough
to white to make a matching possible and result in the screen dis-
tance. Additionally, white shows an outer red and blue boundary,
but both colors are too different to be matched. When fading green

and blue, red will be dominated and the matching process will con-
tinuously shift away from the red location towards the original po-
sition (Fig. 5).

Figure 5: Possible interactions between red, blue and white.

We believe the reason why this shift is continuous can be ex-
plained via the observation that cross fades can induce mo-
tion [Kemelmacher-Shlizerman et al. 2011]. It was shown that
blending two Gaussians can result in a perceived continuous shift.
As the holographic foil leads to a certain blur and the matching is
predominantly based on luminance, we are in a similar situation.
The induced motion being mostly linear, we can assume that the
depth perception will be as well.

To achieve a transition from the screen to distances further beyond,
we employ a white to blue gradient. The same argumentation as be-
fore holds to explain the continuous shift. Nonetheless, it is true that
we initially expected the second transition to be very non-linear due
to the weak blue perception of the human visual system. In prac-
tice, this effect seems negligible and the process is governed rather
by the absence of red and green. We, thus, compute the color by
mapping the depth interval as follows. From near to half the inter-
val, we attribute a hue of 0 (red), the other half is colored with a hue
of 240 (blue). The transition towards white is obtained by linearly
interpolating the saturation, which is set to 1 for the extremes (near
and far) and 0 for the middle.

When using a white background, we need to invert our color
scheme. The mapping would then result in cyan over black to yel-
low. In theory, one could use a cyan/white/yellow scheme, but then
the differentiation from the background is impossible. This color
scheme works well in practice and performs better than the hue
mapping. However, using an inverted scheme still has a signifi-
cant downside with respect to the red/white/blue color scheme on
a black background; it is possible to modulate the brightness lev-
els of the red/white/blue scheme without significantly modifying
the depth impression. Given that the inverted scheme makes use
of black, such a modification would be impossible. The possibility
to change the brightness levels without impacting depth perception
is very useful when adding shading cues and we will explore this
possibility in the next section.

5 Additional Cues

In this section, we present three ways to modify the standard map-
ping from depth to color to increase the depth illusion.

5.1 Shading

Besides binocular stereo, there are many other depth cues that help
our visual system in understanding a scene [Palmer 1999]. One im-
portant aspect is shading. The use of the red/white/blue color map-
ping enables us to modulate the brightness of these colors according
to the shading of the scene. An example, using Lambertian shading
is shown in Fig. 6. Adding shading cues enhances the binocular
stereo effect because feature matching during the fusion process is
simplified. While the light source can be placed in any location,
we found that a standard lighting from the right/left upper quadrant
with respect to the view is effective.



Figure 6: Effect of shading on shape and depth perception.

5.2 Unsharp Masking

Besides shading, we introduce an additional modification that en-
hances silhouettes to improve depth perception. One important ob-
servation is that when not considering patches but smoothly varying
color transitions, the color scheme is less crucial. The reason is that
in these situations the subtle differences of neighboring pixel colors
are not easily discernable. Consequently, the image observed via
the holographic foil does not significantly differ, except at region
boundaries. Hence, depth discontinuities are the most important
depth cues, which also matches findings regarding depth percep-
tion that can be induced from discontinuities in the scene [Didyk
et al. 2011; Brookes and Stevens 1989; Anstis et al. 1978].

To increase depth perception at discontinuities, we make use of
depth unsharp masking [Luft et al. 2006]. Hereby, we can limit
the interactions between different colors and increase the impact
of depth discontinuities. Adding darkened edges at discontinuities
keeps boundary colors from mixing with the colors of more-distant
geometry. The edges then project on a black background, leading
to improved stereo matching.

Depth unsharp masking has been introduced to enhance silhou-
ettes by introducing a special gradient, a so-called Cornsweet pro-
file [Anstis et al. 1978], at silhouettes. The latter is produced by
summing the color image and a scaled unsharp mask, which is
defined by the difference between the original depth map and its
Gaussian-filtered version. Usually, the scale factor is a variable that
defines the strength of the effect. In our case, we keep this value
equal to one. An additional change is necessary to avoid modifying
the appearance of the occluding surface, but to only darken the un-
derlying surface. As the unsharp mask contains negative values for
the farther and positive values for the nearer surface next to a depth
edge, we can achieve this goal easily by keeping only the negative
values and setting all others to zero (Fig. 7). In this way, depth
discontinuities, but also small features can be pronounced and the
effective depth perception is increased.

The only remaining parameter of the unsharp mask is the variance
of the Gaussian blur kernel. In order to avoid an overlap between
the shifted projection and the surface below. When analyzing the
shift, we saw that at 10 cm viewing distance from the screen, the
shift equals roughly one pixel (0.25mm), as the shift is based on a
refraction by the holographic foil, the displacement increases lin-

Figure 7: Depth unsharp masking: The depth discontinuities are
outlined by darkening the occluded surface along the depth edge.
The darkening is greater when the viewing distance increases.

early with the distance to the screen. We can thus keep the blur
kernel proportional to the shift in order to achieve an adequate edge
darkening (Fig. 7).

5.3 Depth Warping

In recent years, various papers have focused on the question of
how to map the depth of a 3D scene appropriately for stereo vi-
sualization. Besides automatic [Oskam et al. 2011] and hand-
defined [Wang and Sawchuk 2008] adaptations, also manipulations
based on perception start to be better understood [Didyk et al. 2011;
Didyk et al. 2012]. In our context, it is also possible to warp the
depth values prior to applying the color conversion. One meaning-
ful warping is a histogram adjustment to spread the depth values
most efficiently over the whole color range. Alternatively, the me-
dian can be used to separate the scene in the area in front and behind
the screen (Fig. 8).

Figure 8: Left: linear depth mapping, Right: equal number of pix-
els between red/white, and white/blue for better depth-range usage.

6 Evaluation

Figure 9: Palette presented to the user study participants.

We conducted an informal user study with 11 participants (age: 23–
33, mean: 28, 8 males, 3 females) with normal or corrected-to-
normal vision and relied on a Samsung 2233RZ screen that was
observed from 60 cm distance using the ChromaDepth R©glasses.
We showed several stimuli and collected the participants feedback
after each one. All participants were allowed to take breaks and
there was no time constraints on the evaluation.

In a first step, we used a color palette (Fig. 9). The patches vary
from light red to light blue on the first row and from yellow to cyan
on the second row, on a black background. This test is used to
compare the previous hue-based solution with our red/white/blue
color mapping for in-between depths. For both examples, we asked
the participants if they were able to perceive a change in depth and if
so, how the patches differ in depth. Nine out of eleven participants
saw light red slightly in front of the screen and light blue slightly
behind it. The other two saw all the patches at the same depth. In
contrast, for the hue mapping, all participants saw all patches at the
same depth. This illustrates our previous claims regarding green,
yellow, and cyan on a black background to be perceived at screen
distance.

In a second step, we showed several chromosterescopic examples
to illustrate some of the application areas mentioned in the previous
work section; a 3D scene (Fig. 1), blood vessels (Fig. 10), and a
point cloud (Fig. 11).

The 3D scene (Fig. 1) was shown with our and the hue color map-
ping. Asked for preference, all participants chose our over the



Figure 10: Blood vessels of the urologic system. Our mapping
leads to a natural and strong stereo perception, while a red magenta
blue mapping leads to abrupt discontinuities.

Figure 11: Point cloud in chromostereoscopy. Our mapping pro-
duces a larger depth range than a hue mappping.

red/green/blue color mapping. Further, when asked about the wider
depth range, ten out of eleven chose our over the hue mapping.

For the blood vessel (Fig. 10), we used our, the hue-based and the
red/magenta/blue mapping, as it was actually introduced for a sim-
ilar purpose [Ropinski et al. 2006]. We asked the participants to
identify the part of the model that appeared closest to the point of
view. All participants identified the red/magenta/blue image to pro-
vide the widest depth range, but all added that they could actually
perceive only 2 depth layers: red and magenta in front of the screen
and blue behind, making it impossible to determine which part of
the model was the closest. For our color mapping, all the partici-
pants identified the upper-right part of the model as being the clos-
est, which also coincided with the actual 3D configuration. In con-
trast, for the hue mapping, the answers differed drastically; upper
right (4), the upper left (3), the bottom right (1) and the middle left
(3). With this mapping, the attention of the viewer is drawn toward
the yellow parts of the model [Rheingans 1999].

Finally, for the point-cloud example (Fig. 11), we asked how many
distinct depth levels they could clearly differentiate. We showed
them the hue, our, and a red/magenta/blue color mapping. The lat-
ter was found by all participants to only contain 2 depth layers,
which confirmed our earlier finding. Ten participants distinguished
one more depth level for our mapping than for the hue. Only one
participant identified 4 layers for the hue mapping and 3 for ours.

This informal user study matches our expectations and the assump-
tion that our mapping leads to a better depth perception seems to
hold. In addition, on structured models, like the 3D scene, our
mapping is preferred and led to a better understanding of the 3D
scene when compared to the previous hue mapping. The versatil-
ity of applications of this mapping is underlined via the point cloud
example, in which more depth levels could be identified, and the
blood vessels illustration, in which participants performed consis-
tently better in identifying structures than with previous mappings.

7 Results

Fig. 12 shows a simple model, that illustrates the increased depth
range and shows that a layering impression, as for red/magenta/blue
is avoided. The same holds for complex models (Fig. 13), which
lead to a more continuous appearance and a better depth separation.

Another application of our approach is cartography (Fig. 14), color
charts are often used to encode depth in the 2D image. Although
the different altitudes may be more difficult to discriminate using
our instead of the hue mapping, a correspondence can be easily
found between the two. Light red stands for yellow, white for green
and light blue for cyan. On top of that, surface details are better
perceived using lighter colors, as the luminance contrast is greater.
Also, the smooth transition in our mapping avoids the layering ef-
fect of the hue mapping [Rheingans 1999]. Additionally, it encodes
a stereoscopic effect when viewed using ChromaDepth R©glasses.
This backward compatibility is an interesting feature and makes
stereo glasses optional but not mandatory. The same holds for sci-
entific visualization (Fig. 15), where color fringing artifacts are re-
duced and a better depth discrimination is achieved.

Figure 12: (a) a 3D cone model with (b) linear depth to hue, (c)
red to blue, (d) and our mapping.

Figure 13: Transversally-cut heart with a hue and our mapping.

Figure 14: Matterhorn: Our colors preserve more depth details.

8 Conclusion

We presented a novel method to produce chromostereoscopic im-
ages. We introduce a novel color mapping to ensure a better depth
perception which is compatible with shading computations. Using
unsharp masking we can further enhance depth discontinuities and
reduce cross talk between neighboring pixels. Our solution is fast



Figure 15: Air flow around ellispoid.

and easy to implement, which makes it a good candidate in various
application contexts. Our solution is applicable to LCD screens, as
well as printing technology and makes it possible to produce high
quality output even on such devices that are theoretically incapable
of producing all necessary wavelengths for a consistent depth per-
ception. Our solution gives insights into the limitations of previous
methods and might be key to an increased use and spread of chro-
mostereoscopic images.
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Abstract—Mean Shift is a well-known clustering algorithm that
has attractive properties such as the ability to find non convex and
local clusters even in high dimensional spaces, while remaining
relatively insensitive to outliers. However, due to its poor compu-
tational performance, real-world applications are limited. In this
article, we propose a novel acceleration strategy for the traditional
Mean Shift algorithm, along with a two-layer strategy, resulting
in a considerable performance increase, while maintaining high
cluster quality. We also show how to to find clusters in a streaming
environment with bounded memory, in which queries need to be
answered at interactive rates, and for which no mean shift-based
algorithm currently exists. Our online structure is updated at very
minimal cost and as infrequently as possible, and we show how
to detect the time at which an update needs to be triggered. Our
technique is validated extensively in both static and streaming
environments.

Keywords–Data stream clustering; Mean Shift

I. INTRODUCTION

Although streams of data have been generated for a con-
siderable amount of time, the analysis of these streams is a
relatively young research field. Data streams present additional
challenges for the field of data mining. Traditional data mining
algorithms cannot be directly applied to data streams, due
to the additional data stream constraints, which has led to
considerable research into new methods of analyzing such
high-speed data streams [1], [2].

Mean Shift, initially proposed by Fukunaga et al. [3] and
later generalized by Cheng et al. [4] and Comaniciu et al. [5],
is a well-known clustering algorithm that has a number of
attractive properties, such as its ability to find non-convex
clusters. However, its performance has always been a concern,
and it is because of this that, we believe, Mean Shift has never
been applied in a streaming environment.

In this article, we present a modification of Mean Shift that
can be used in both static and stream clustering environment.
In the static environment, execution time of Mean Shift is
reduced while a high level of cluster performance is main-
tained (Section III-A). Our main contribution concentrates on
streaming environments, and we derive an efficient triggering
mechanism, used to determine when a reclustering of the
structure is necessary (Section III-B). We provide extensive
experimental validation of our two contributions.

II. BACKGROUND

A. Mean Shift
1) Overview: Mean Shift is a mode-seeking, density-based

clustering technique, with as main parameter a kernel band-
width h describing the scale at which clusters are expected. In

(a) Each point performs an itera-
tive gradient ascent of the estimated
density towards a local maximum.

(b) Estimated density (red, grey, black)
using various bandwidths. Blue points are
distributed according to the green density.

Figure 1. Mean Shift overview process

this regard, Mean Shift can be seen as a natural multi-scale
clustering strategy.

Considering an input data set P = {pi} in dimension d and
a density kernel K, a Mean Shift clustering of P is obtained as
follows: For every point pi, initialize p0i = pi and iteratively
compute pk+1

i from pki by performing a gradient ascent of the
density kernel. Upon convergence p∞i = p̄i, where p̄i is a local
maximum of the density kernel. Points of P , which converge
towards the same local maximum are then clustered together.
Figure 1(a) gives a schematic overview of this process.

It should be noted, that the underlying geometric structure
of the clusters is of course dependent on the kernel that is used.
In particular, changing the bandwidth of the kernel results in
more or fewer local maxima of the resulting density kernel.
Figure 1(b) illustrates this fact.

A variety of kernels has been used in the literature, the
most common of which is the traditional Gaussian kernel (with
bandwidth h ∈ R):

K(x, p) = π−d/2 exp(−||x−p||2/h2) (1)

Note that this isotropic kernel is sometimes replaced by
an anisotropic Gaussian kernel described by a symmetric
positive matrix H (i. e., exp(−||x−p||2/h2) is replaced by
exp(−(x−p)T ·H ·(x−p))). However, if the anistropy of the
kernel is uniform (i. e., H(x) = H regardless of the location
x), then these two approaches are completely equivalent.

Indeed, because H is symmetric definite positive, it can be
decomposed as H = UT·Σ·U , U being a rotation matrix and Σ
being a diagonal matrix with positive entries, which describe
the different anisotropic scales of the kernel. Then, by noting√

Σ the diagonal matrix with squared scales (
√

Σ
T·
√

Σ = Σ),
it is easy to verify that (x−p)T·H·(x−p) = ||(x′− p′)||2, with
y′ :=

√
Σ · U · y for every point y.

It is therefore entirely equivalent to use a uniform
anisotropic kernel on the input data and use a uniform isotropic



kernel on data that has been globally transformed through the
rigid transformation y′ :=

√
Σ · U · y. Note that traditionally,

principal component analysis (PCA) [6] is a common strategy
to first transform the input data before applying Mean Shift.

In our work, we will thus only focus on the case of isotropic
Gaussian kernels.

2) Bandwidth estimation: The user may not always have an
idea of what bandwidth to use, in the context of data which is
difficult to explore, visualize and understand, such as high-
dimensional data. There are a great number of bandwidth
estimation techniques [7]–[10] providing results commonly
accepted by the scientific community as intrinsic to the data. In
this respect, Mean Shift can then be seen as a non-parametric
clustering method. In our work, for datasets with non-provided
bandwidth, we will use Silverman’s rule of thumb [9].

3) Performance: Although Mean Shift has many attractive
properties, such as its ability to find non-convex clusters
and its multiscale nature, it also has some limitations and
issues. The most important limitation is its performance. As
Fashing et al. [11] have shown, Mean Shift is a quadratic
bound maximization algorithm whose performance can be
characterized as being O(kN2), where N is the number of
points, and k is the number of iterations per point.

Many modifications to Mean Shift have been pro-
posed [12]–[17]. Carreira-Perpiñán [12] identify two ways in
which Mean Shift can be modified to improve performance:
1) Reduce the number of iterations, k, used for each point,
2) Reduce the cost per iteration. As Carreira-Perpiñán demon-
strates, both of these techniques have their own merits and
issues. Another class of Mean Shift modifications is that of
data summarization, followed by traditional Mean Shift on a
summary of the original data. Our algorithm falls into this
category. This is an approach that other acceleration strategies
have also applied [14], [16]. Further details on this will be
given in Section III.

B. Data Stream Clustering
A number of authors have assessed the complexity of

mining data streams [18], [19]. Barbara [19] focused on data
stream clustering, listing a number of requirements: 1) Com-
pactness of representation, 2) Fast, incremental processing of
new data points, 3) Clear and fast identification of outliers. Due
to the nature of streams, time is very limited. Because of this,
data stream clustering algorithms need to be able to respond
extremely quickly to the changes that occur over time in the
dataset, often called concept drift. Moreover, because of the
often huge datasets, memory is also constrained. Our approach
has both attractive time and memory use characteristics, as will
be discussed in Section III.

Many stream clustering algorithms use a two-phase ap-
proach. The approach centers on an online phase, which
summarizes the data as it is streamed in, and an offline phase,
which executes a given clustering algorithm on the summaries
produced. The summaries are generally referred to as micro-
clusters, and due to a number of attractive properties can be
updated as time progresses and new data is streamed in (and
old data is streamed out). CluStream [20] maintains q micro-
clusters online, followed by a modified k-means algorithm that
is executed when a clustering query arrives. DenStream [21]
is similar, exchanging the k-means algorithm for DBSCAN,

and distinguishing various quality levels of micro-clusters.
Finally, D-Stream [22] uses a sparse grid approach. All these
three algorithms have complex parameters. Moreover, when a
clustering query arrives, a clustering is always executed.

The Massive Online Analysis (MOA) [23] framework
offers a sandbox environment for easy comparison of several
stream clustering algorithms. Among those, D-Stream [22] is
the most related to our approach. Even though, D-Stream is
not a Mean Shift algorithm. It is a density-based approach, and
it partitions the space by computing the connected components
of the set for which the local density is higher than a given
threshold. Other parts of the space are considered outliers
(Mean Shift offers a soft characterization of outliers, through
the number of points in clusters and the value of the density at
the clusters’ center). It integrates a particular kind of density
decaying mechanism, whereas our approach allows for various
windowing strategies. Further, our main contribution is a new
triggering mechanism, which detects events for when the
clustering needs to be updated. Although not investigated,
our triggering mechanism could be used for D-Stream as
well. Note that the purpose of this paper is not to claim
the superiority of Mean Shift over other existing clustering
algorithms. Each algorithm has its advantages and drawbacks.

III. METHOD

A. Static Clustering
As discussed in Section II-A3, there are several ways in

which previous work has improved Mean Shift. Our algorithm
aims to reduce the number of input points for the Mean Shift.
This is achieved by first discretizing the data space using a
sparse d-dimensional regular grid, with a cell size of the order
of the bandwidth (coarser discretizations lead to artifacts). For
each grid cell Ci, the number of points ni assigned to it is
maintained, along with the sum of these points Si. This enables
the computation of an average position of the points within
the cell, denoted Ci = Si/ni. We then simply cluster the
cells {Ci} by applying the Mean Shift algorithm over them,
using KC(p, Ci) = niK(p, Ci) as the underlying kernel (see
Algorithm 1). This is equivalent to computing the Mean Shift
over all input points, after having set each point to the center
of its cell. Although extremely simple, this strategy proved
robust and efficient during our experiments. It also allows us to
run Mean Shift over infinitely growing datasets with bounded
memory, as long as the range of the data remains bounded,
which is a required property in streaming environments.

Algorithm 1 Update clustering of cells {Ci}.
for all cell Ci do

Ci = Si/ni
end for
kdt = computeKdTree( {Ci} )
for all cell Ci do

ĉi = Ci
for it < ItMax do

NN=kdt.nearestNeighbors(ĉi)
ĉi =

∑
k∈NN

nkK(ĉi, Ck)Ck/
∑

k∈NN
nkK(ĉi, Ck)

end for
end for
cluster {Ci} based on proximity of {ĉi}.



a) b) c)

Figure 2. a): Two clusters in 2D, with their centers in red. b): Clusters in
each dimension (dot lines), whose product badly approximate the 2D

clusters. c): Consensus over additional axes helps to identify the 2D clusters
from the product of the 1D clusters of the projected data.

B. Stream Clustering
For stream clustering, the most common methodology is a

two-phase approach, as discussed in Section II-B. A major
disadvantage of this approach is that when a user query
arrives, the offline clustering algorithm is executed over the
data summaries, regardless of whether the dataset has changed
significantly since the previous execution of the offline phase.
This leads to unnecessary and expensive computations.

Our algorithm aims to avoid such needless clustering
algorithm execution by accurately detecting when the data
has changed sufficiently to warrant a new clustering. This is
achieved by fast, effective analysis of the data currently being
considered. It should be noted that this approach can be used,
regardless of the type of window used. In this article, we have
applied both landmark and sliding windows of various sizes.

First, when the stream clustering is initialized, a static
clustering, as described in Section III-A is performed. This
clustering will serve as our initial reference clustering. On
each stream iteration, we evaluate whether the data distribution
has changed sufficiently compared to this reference clustering
to require a reclustering. If so, a clustering is executed and
the result is considered the reference clustering for future
iterations. By only executing the clustering algorithm, Mean
Shift in our case, when necessary, a great amount of execution
time is saved. Querying the cluster for a point is then done
by finding the closest cell average and retrieving its cluster
index (this requires an acceleration structure such as a Kd-
Tree, which was already computed at the Mean Shift step).

We base our trigger mechanism on the monotonicity lemma
defined by Agrawal et al. [24] as:

Lemma 3.1 (Agrawal): If a collection of points S is a
cluster in a k-dimensional space, then S is also part of a cluster
in any (k − 1)-dimensional projections of this space.

Following this lemma, if any of the k-dimensional clusters
change, a (k − 1)-dimensional subcluster should also change.
We make use of this point and set up a collection of low-
dimensional data observers (in our case, 1D), which we can
update efficiently when adding or removing points from the
structure, and which will trigger a reclustering of the structure
when necessary. Our algorithm is parametrized by the chosen
distribution of observers as well as by their sensitivity.

Each observer i is defined as an histogram Hi of the
data projected onto an axis ai. Because high-dimensional data
usually overlaps in separate dimensions (see Figure 2), we
consider not only the canonical axes {ek}, but also randomly
distributed axes in Rd, and we will define the final decision

for the reclustering as a consensus over the observers. Since
we cannot make any assumption on the upcoming data (e. g.,
align data using PCA), we create a random set of pairs of
indices (k1, k2) ∈ [1, d]2 and define the additional axes as
(ek1+ ek2)/

√
2 and (ek1− ek2)/

√
2 (we thus intricate the

canonical dimensions (k1, k2), see Figure 2(c)). All histograms
are treated equally throughout.

When a clustering is performed, each histogram is saved as
H̄i. On each subsequent stream iteration, data points are added
to the grid (or removed from it if a time-dependent window
is used), all histograms are updated, and we determine if the
stream iteration has significantly altered the data distribution,
in which case we need to update the clustering.

We define the measure between histograms H̄i and Hi as
their Jensen-Shannon divergence:

DJS(H̄i ‖ Hi) =
1

2
DKL(H̄i ‖M) +

1

2
DKL(Hi ‖M) (2)

where M = 1
2 (H̄i + Hi), and DKL(P ‖ Q) is the Kullback-

Leibler divergence between histograms P and Q:

DKL(P ‖ Q) =
∑
k

P (k) ln
P (k)

Q(k)
(3)

This measure is a distance, which is (symmetric and) always
defined. Note that the direct use of the Kullback-Leibler
divergence between H̄i and Hi results in +∞ in cases where
points are removed from a cell, i. e., Q(k) = 0 in (3).

A histogram i votes for a reclustering if DJS(H̄i ‖ Hi) > ε
(ε defines the sensitivity, which is our main input parameter).

A reclustering is then decided if the proportion of his-
togram voting for a reclustering is larger than a random
variable, which we take between 0 and 1. This procedure is a
standard Monte Carlo voting scheme, which will never (resp.
always) trigger a reclustering if no (resp. all) histograms vote
for it, and which will trigger a reclustering with probability
defined by the consensus among the observers.

The procedure described above (for which pseudo-code is
given in Algorithm 2) is easily maintainable in a streaming
environment, as it only requires removal and addition of points
to histograms, which can take place very quickly. Moreover,
the discretization of the data space bounds the memory use
in such a way that very large datasets and data streams can
succinctly, but accurately be stored and used.

Algorithm 2 Add (remove) p during streaming.
Require: saved histograms {H̄i}, sensitivity ε

grid ← (→) p . update grid
nvote

histo = 0
for all histogram Hi with axis ai do

Hi ← (→) ai
T· p . update Hi

nvote
histo+ = DJS(H̄i ‖ Hi) > ε ? 1 : 0 . get vote of Hi

end for
if nvote

histo > rand() ∗N total
histo then

for all histogram Hi do H̄i = Hi . save Hi in H̄i

end for
require update of Mean Shift

end if



IV. EMPIRICAL RESULTS

A. Metrics
We have computed the following cluster validation metrics:

Jaccard Index, Rand Index, Fowlkes-Mallows Index, Precision,
Recall, F-Measure (see the work of Meila et al. [25]). These
metrics are based on pair-wise comparison of points of a
reference clustering A and a comparison clustering A′. All
metrics assess whether A′ correctly classified the relation
between the points in each pair. We use these 6 metrics to
quantify our results instead of simply picking one, because
there is no real consensus on what is the correct metric between
clusterings. Furthemore, the metrics we chose are common in
the data clustering scientific community and will hopefully
provide a real insight into the behaviour of our algorithms
to the reader. A value of 0 indicates completely different
clusterings whereas 1 indicates identical ones.

We implemented our method in Python, since it is cross-
platform and integrates well with real-world systems.

For the static clustering experiments, we compared the
traditional Mean Shift and our modified algorithms on the input
data points (with the same input bandwidth).

For the stream clustering experiments, the metrics show
the deviation between the clustering of the cell averages {Ci},
when using the triggering mechanism or instead updating the
clustering every time.

The reason for this choice (comparing clusterings of the
averages instead of the original points) is simply practical:
we could not run the computation of these metrics on huge
datasets for every stream step in a reasonable amount of time.
Fortunately, the depicted errors are over-conservative: the true
errors are actually lower than the ones we show. Indeed,
consider the case of false classification of a new point in a
clustering of 100k points: it will have a minor impact on the
metrics as it is an outlier in the data, however it will create
a new grid average in our coarse summarization grid (e.g.,
summarized by 100 cells) and will therefore result in computed
errors (based on the averages), which are much higher.

B. Static Clustering
In order to evaluate our algorithm’s performance, a large

number of datasets were used. For each dataset, we compare
our method with the traditional Mean Shift. Figure 3 shows a
comparison between our approach and traditional Mean Shift.
Most metric values have a value of the order of 0.99. While
there are some minor differences, these regard points which
are at the boundaries between visible clusters or outliers. In
general, higher errors occur for datasets presenting a high
variability of the range over its various dimensions (see the
remark on the equivalence between isotropic and anisotropic
Mean Shift in Section II-A1).

We have conducted experiments in higher dimension. Al-
though visually comparable, it is difficult to even assess the
correctness of the Mean Shift clustering by projecting the data
on a 2D space, due to overlap in the visualization. Table I
summarizes our results on various datasets commonly found
in the scientific literature.

While we experienced a reasonable gain in performance for
small to reasonably big datasets, this is of small importance.
Rather, we emphasize that our approach produces results which

Ours Mean Shift Ours Mean Shift

Figure 3. Comparison with Mean Shift on 2D data.

TABLE I. Summary of static clustering results. d: dimension. N : number of
points. M1: Jaccard Index. M2: Fowlkes-Mallows Index. M3: Rand Index.

M4: Precision. M5: Recall. M6: F-Measure

d N M1 M2 M3 M4 M5 M6

A1 2 3000 0.95 0.97 0.99 0.97 0.97 0.97
A2 2 5250 0.96 0.98 0.99 0.98 0.98 0.98
A3 2 7500 0.96 0.98 0.99 0.98 0.98 0.98
S1 2 5000 0.99 0.99 0.99 0.99 0.99 0.99
S2 2 5000 0.95 0.98 0.99 0.98 0.97 0.98
S3 2 5000 0.87 0.93 0.99 0.95 0.91 0.93
S4 2 5000 0.85 0.92 0.99 0.94 0.90 0.92
Birch 1 2 100000 0.91 0.95 0.99 0.95 0.95 0.95
Birch 2 2 100000 0.64 0.78 0.95 0.76 0.99 0.78
Birch 3 2 100000 0.95 0.97 0.99 0.97 0.97 0.97
Dim 3 3 2026 0.99 0.99 0.99 0.99 0.99 0.99
Dim 4 4 2701 0.99 0.99 0.99 0.99 0.99 0.99
Dim 5 5 3376 0.99 0.99 0.99 0.99 0.99 0.99
D5 5 100000 0.99 0.99 0.99 0.99 0.99 0.99
Abalone 8 4177 0.99 0.99 0.99 0.99 0.99 0.99
D10 10 30000 0.99 0.99 0.99 0.99 0.99 0.99
D15 15 30000 0.99 0.99 0.99 0.99 0.99 0.99

are consistent with the traditional Mean Shift. This is the
most important part of the validation, as it indicates that our
approach can be used for Mean Shift clustering in a streaming
environment, with potentially infinitely growing data. Note
that, by construction, the error which is introduced by our
approximation decreases with the size of the datasets on which
it is used, while its efficiency obviously increases drastically.

C. Stream Clustering
For the stream clustering validation, we compare the results

obtained when running our approach with the reclustering
trigger enabled and disabled (i. e., reclustering on every stream
iteration, regardless of lack of changes in the data distribution).

We show results on datasets of dimension 2 and 7, with a
varying value of ε, with a fixed time window (with removal of
old points) or not (adding points only), and with time-coherent
or time-incoherent streaming of the data (i. e., whether the
data is streamed in a structured way). Please note that “time-
coherency” refers to the fact that points which are streamed
in successively are roughly expected to belong to the same
cluster. Table II summarizes the statistics of the conducted
experiments, and the metrics plots for these test runs are
presented in Figure 4. One interesting aspect with regards
to our reclustering triggering is the value of ε which is used
to threshold the Jensen-Shannon divergence value. For the
CoverType dataset (dimension 7, 581k points), two test runs
with identical configurations were performed, with ε = 0.001
(Figure 4 (a)), and with ε = 0.003 (Figure 4 (b)). The initial
clustering was both times performed with 25k points, which is



TABLE II. Statistics of the experiments conducted in streaming
environments. N : number of points. d: dimension. n: number of points for

the initial clustering. δn: number of points added at each stream step.
Window: number of points of the sliding window (if used). TC:

time-coherency of the data stream.

N (tot.) d ε n (init.) δn Window TC

a) Cov 581k 7 0.001 25k 1k 25k NO
b) Cov 581k 7 0.003 25k 1k 25k NO
c) Synth.1 1M 2 0.003 50k 1k 50k NO
d) Synth.2 1M 2 0.003 50k 1k 50k YES
e) Synth.3 1M 2 0.003 50k 1k NO YES

Metrics:
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Figure 4. Comparison between our triggered clustering and constantly
updated clustering on various datasets. For the timings, the red curve

indicates the computation time per stream iteration when no triggering is
used, and the blue curve indicates the one when our triggering mechanism is

used. The vertical, dashed red lines indicate triggering events.

also the length of the sliding window that was used, and data
points were streamed by sets of 1k points.

A lower value for ε should result in more frequent reclus-
tering triggers, in an attempt to maintain a higher level of
clustering quality. Although hard to see due to the high number
of reclusterings, it is clear from these images that the lower ε
affects the triggering mechanism. Reclusterings are more fre-
quent and generally cluster quality is kept at a higher level. It
should be noted that this dataset is also an example of a failure
case of our algorithm, but also of the Mean Shift algorithm
and any bandwidth-dependent algorithm. From the clustering
results it is clear that the bandwidth estimate is completely
incorrect. The bandwidth for this dataset was computed to
be approximately 105.39. However, the CoverType dataset is
not normally distributed, and the range of the data over the
various dimensions varies from 1 to 109. Note for example

that, on this dataset, a state-of-the-art Mean Shift grid approach
implemented in Scikit-learn [26] provided results with metric
values of 0.2 (with the same grid parameters).

For other experiments, the value of ε was set to ε = 0.003.

Experiment Synth.1 (Figure 4 (c)) was done with a dataset
of 1M points in dimension 2, with a sliding window of 25k
points, with 1k points added at each stream and for time-
incoherent streamed data. We observe that no reclustering
is ever performed for this experiment. However, the metrics
we obtain over time consistently remain over 0.7, which
indicates that the initial clustering we had was good enough
for the whole streaming session. Note that 0.7 is roughly
the metrics values for which a reclustering was decided in
previous experiments under similar conditions (ε = 0.003),
which indicates that the a-posteriori errors resulting from a
given value of ε are consistent over the experiments.

Experiment Synth.2 (Figure 4 (d)), which was conducted
under similar conditions as experiment Synth.1 with the sole
difference of streaming time-coherent data, presents highly
structured reclustering events. The reclustering events cor-
respond to the appearance and disappearance of complete
clusters, Our triggering mechanism visibly adapts in a non-
trivial way to the structure of the underlying data.

Note that, for real-life datasets, the reality corresponds
probably to a mix of these two behaviours (i. e., there are
several levels of consistency in data, e. g., for visited websites
during the day or in various places over the world, etc. ). The
strength of our approach is that we make no assumption on
the structure of the data which is going to be streamed in, and
that it adapts automatically to its underlying structure.

Finally, experiment Synth.3 was performed on a dataset of
1M points, without window (i. e., no points are removed). It
is visible that the time for updating the structure grows almost
linearly over time, while the frequence of the triggering events
is actually inversely linear over time, which is the behaviour
which is to be expected in order to provide timely-bounded
analysis of growing data. Of course, there is a limit to this,
and it is impossible to guarantee this behaviour for arbitrarily
distributed data (over space and/or time).

V. DISCUSSION

The experiments performed have shown that our algorithm
produces accurate clusterings, at reduced cost, and only when
necessary to maintain cluster quality. Moreover, our triggering
mechanism allows Mean Shift to be applied in a streaming
environment, which, to our knowledge, has not been achieved
before. We now discuss possible extensions of our method.

First, it may be possible to apply a divide-and-conquer
approach to the overall data space using the information
contained in the histograms. In some cases, the clusters in
the data space are clearly separated. It could then be useful to
split the space, based on this information, into separate areas
using cutting hyperplanes, and run our method on these distinct
subspaces. This would allow for greater parallelism and avoid
unnecessary work being done on clusters that do not change.
Hinneburg et al. [27] developed a clustering algorithm based
only on such cutting hyperplanes. Their technique for finding
the optimal cutting hyperplanes could be applied to the sparse
grid used in the approach discussed in this article.



Second, data sparseness can reduce the performance im-
provement over Mean Shift to some extent. In these extreme
cases, if each point is placed in a grid cell of its own, running
the Mean Shift on these cell averages Ci is effectively the same
as running on the input data. This is also dependent on the
bandwidth value used. Note however, that this effect appears
mostly for “small” datasets. For very big datasets, which we
target, it becomes improbable to keep a high degree of sparsity.

Third, as was discussed in Section II-A2, the bandwidth
value h to a large extent determines the final clustering
result. Thus, the quality of the results are also dependent on
the quality of the bandwidth estimate or the value provided
by the user. This sensitivity to the bandwidth parameter is
an inherent problem for all approaches based on a kernel
density estimate. An interesting avenue of research could be
to maintain clusterings for various bandwidth values, and to
use this information to derive a continuous clustering as the
interpolation of the computed ones. Currently, if the bandwidth
is reset by the user during streaming, our approach cannot
update the clustering efficiently.

VI. CONCLUSION AND FUTURE WORK

In this paper, we have presented an effective and efficient
modification of the Mean Shift. The modification allows for
faster execution when applied in a static context, and makes
it possible to use Mean Shift in a streaming environment. The
application of Mean Shift in a streaming environment is based
on a two-phase approach, where a memory-efficient structure
is maintained online, and Mean Shift is executed on this
summary structure offline. Our triggering mechanism ensures
that the expensive process of executing Mean Shift happens as
infrequently as possible and only when necessary to ensure
a high clustering quality. Only if the data distribution has
changed strongly Mean Shift is executed again. Our approach
is extensively validated in both the static and streaming envi-
ronments, and shows good performance in both. We believe
that our triggering mechanism might be usable for other
stream algorithms. However, designing optimal mechanisms
for specific stream algorithms as well as for specific error
measures is an interesting lead for future work.

ACKNOWLEDGMENTS

This work was partly funded by Mobile Professionals BV
and EU FET Project Harvest4D.

REFERENCES

[1] C. C. Aggarwal, Ed., Data Streams - Models and Algorithms, ser.
Advances in Database Systems. Springer, 2007, vol. 31.

[2] J. A. Silva, E. R. Faria, R. C. Barros, E. R. Hruschka, A. C. de Carvalho,
and J. Gama, “Data stream clustering: A survey,” ACM Computing
Surveys (CSUR), vol. 46, no. 1, 2013, p. 13.

[3] K. Fukunaga and L. Hostetler, “The estimation of the gradient of a
density function, with applications in pattern recognition,” Information
Theory, IEEE Transactions on, vol. 21, no. 1, 1975, pp. 32–40.

[4] Y. Cheng, “Mean shift, mode seeking, and clustering,” Pattern Analysis
and Machine Intelligence, IEEE Transactions on, vol. 17, no. 8, 1995,
pp. 790–799.

[5] D. Comaniciu and P. Meer, “Mean shift: A robust approach toward
feature space analysis,” Pattern Analysis and Machine Intelligence,
IEEE Transactions on, vol. 24, no. 5, 2002, pp. 603–619.

[6] K. Pearson, “Liii. on lines and planes of closest fit to systems of points
in space,” The London, Edinburgh, and Dublin Philosophical Magazine
and Journal of Science, vol. 2, no. 11, 1901, pp. 559–572.

[7] D. Comaniciu, V. Ramesh, and P. Meer, “The variable bandwidth mean
shift and data-driven scale selection,” in Computer Vision, 2001. ICCV
2001. Proceedings. Eighth IEEE International Conference on, vol. 1.
IEEE, 2001, pp. 438–445.

[8] D. Comaniciu, “An algorithm for data-driven bandwidth selection,”
Pattern Analysis and Machine Intelligence, IEEE Transactions on,
vol. 25, no. 2, 2003, pp. 281–288.

[9] M. C. Jones, J. S. Marron, and S. J. Sheather, “A brief survey of
bandwidth selection for density estimation,” Journal of the American
Statistical Association, vol. 91, no. 433, 1996, pp. 401–407.

[10] S. J. Sheather and M. C. Jones, “A reliable data-based bandwidth
selection method for kernel density estimation,” Journal of the Royal
Statistical Society. Series B (Methodological), 1991, pp. 683–690.

[11] M. Fashing and C. Tomasi, “Mean shift is a bound optimization,” IEEE
Transactions on Pattern Analysis and Machine Intelligence, vol. 27,
no. 3, 2005, pp. 471–474.

[12] M. A. Carreira-Perpinan, “Acceleration strategies for gaussian mean-
shift image segmentation,” in Computer Vision and Pattern Recognition,
2006 IEEE Computer Society Conference on, vol. 1. IEEE, 2006, pp.
1160–1167.

[13] D. DeMenthon and R. Megret, Spatio-temporal segmentation of video
by hierarchical mean shift analysis. Computer Vision Laboratory,
Center for Automation Research, University of Maryland, 2002.

[14] D. Freedman and P. Kisilev, “Fast mean shift by compact density
representation,” in Computer Vision and Pattern Recognition, 2009.
CVPR 2009. IEEE Conference on. IEEE, 2009, pp. 1818–1825.

[15] B. Georgescu, I. Shimshoni, and P. Meer, “Mean shift based clustering
in high dimensions: A texture classification example,” in Computer
Vision, 2003. Proceedings. Ninth IEEE International Conference on.
IEEE, 2003, pp. 456–463.

[16] H. Guo, P. Guo, and H. Lu, “A fast mean shift procedure with new
iteration strategy and re-sampling,” in Systems, Man and Cybernetics,
2006. SMC’06. IEEE International Conference on, vol. 3. IEEE, 2006,
pp. 2385–2389.

[17] X.-T. Yuan, B.-G. Hu, and R. He, “Agglomerative mean-shift cluster-
ing,” Knowledge and Data Engineering, IEEE Transactions on, vol. 24,
no. 2, 2012, pp. 209–219.

[18] B. Babcock, S. Babu, M. Datar, R. Motwani, and J. Widom, “Models
and issues in data stream systems,” in Proceedings of the twenty-
first ACM SIGMOD-SIGACT-SIGART symposium on Principles of
database systems. ACM, 2002, pp. 1–16.
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